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Abstract

This thesis is concerned with the numerical analysis of sparse control problems for elliptic
and parabolic state equations. A focus is set on controls which are measures in space, where the
instationary problem formulation favors fixed-in-space point sources. A general optimization
framework based on a sparsity-preserving regularization and a semismooth Newton method is
developed. A priori error estimates for a suitable finite element discretization of two model
problems are derived. An algorithm for adaptive mesh refinement is proposed.

Zusammenfassung

Diese Arbeit befasst sich mit der numerischen Analyse von Optimalsteuerungsproblemen
mit , Sparsity“ fiir ellitische und parabolische Zustandsgleichungen. Im Fokus liegen Kontrollen,
die Mafle im Ort sind, wobei die instationdre Formulierung feststehende Punktquellen favori-
siert. Ein Optimierungsansatz wird entwickelt, der auf geeigneter Regularisierung und einer
semiglatten Newton-Methode basiert. A priori Fehlerabschidtzungen fir die Finite Elemente
Diskretisierung von zwei Modellproblemen werden hergeleitet. Ein Algorithmus zur adaptiven
Gitterverfeinerung wird vorgestellt.






Acknowledgments

First of all, I would like to thank my supervisor Boris Vexler for suggesting this interesting
dissertation topic and for giving the essential directions towards its development. Most of the
results of this thesis would not have been possible without his guidance. I am also grateful
for his general support: his trust in my abilities, the encouragement to attend international
conferences, the opportunity (not the obligation) to do teaching, and the freedom to pursue
additional research interests. Furthermore, I want to thank my second supervisor Karl Kunisch
for providing new impulses for the development of this thesis during my stays in Graz; for
sharing his vast expertise and especially for his readiness for spontaneous, detailed discussions.
Additionally, I am thankful for the successful collaboration in another project. I also want to
thank my mentor Dominik Meidner for always being ready for questions and discussions.

I gratefully acknowledge the funding received towards my Ph.D. from the German Research
Foundation (DFG) through the International Research Training Group (IGDK) 1754 Munich —
Graz “Optimization and Numerical Analysis for Partial Differential Equations with Nonsmooth
Structures”, which is co-funded by the Austrian Science Fund (FWF). I am especially grateful
to the IGDK 1754 and its members for the opportunities concerning collaboration, the frequent
exchange of ideas, and the possibilities for further studies, such as compact courses and the
ability to invite external lecturers.

Furthermore, the following persons have provided valuable input for the development of this
thesis. In the first place, I want to thank Philip Trautmann for countless discussions on convex
and infinite dimensional analysis and Armin Rund for many debates on the practical aspects
of optimization methods. I am grateful to Michael Ulbrich for helpful input on semismooth
Newton methods (especially for pointing out the concept of the normal map during a very
productive flight to Belgrade) and to Andre Milzarek for introducing me to the mathematical
beauty of the proximal map. I also want to thank Anton Schiela for his excellent compact
course. Finally, I am grateful to Andreas Springer for all the time we spent discussing various
mathematical and technical subjects related to this work.

Special thanks go to my friends and colleagues from the IGDK and the institutes in Munich
and Graz for making my time at work more enjoyable. Especially, I want to mention Bao,
Bernhard, Behzad, David, Felix, Jelena, Linus, Lukas, Max, Moritz, Marco, Olena and Philip
(in particular, for the very pleasant instances of the “Students’ Workshop”), and Alana, Andreas,
Anne-Céline, Axel, Boris, Daniel, Dominik, Ira, Lucas, Lukas, Olaf, and Tom. Furthermore,
I want to thank Armin, Christian and Philip for making me feel at home during my stays in
Graz.

Finally, I am grateful to my family for their never-ending support, encouragement, and care.
You have always believed in me.






Contents

Abstract

Acknowledgements

1. Introduction

2. Theoretical framework

2.1. Problem setting . . . . . .
Conditions for a well-posed problem . . . . . ... ... ... .. ....
2.1.2. Optimality conditions . . . . . . . . . . .. ... ...
Elliptic problem setting .

2.2.

2.3.

2.4.
2.5.

2.1.1.

2.2.1.

Radon measures .

2.2.2. Elliptic equations with measure data . . . . . . . . . ... ... ... ..
2.2.3. Elliptic optimization problem . . . . . . .. . ... ... ...
2.2.4. Optimality conditions . . . . . . . . .. ... o
Parabolic problem setting

2.3.1.
2.3.2.
2.3.3.
2.34.
2.3.5.

2.5.1.

2.5.2. Regularization error

Vector measures .

Parabolic equations with measure data . . . . . . ... .. ... ... ..
Parabolic optimization problem . . . . . . ... ... ... ... .....
Optimality conditions . . . . .. .. .. .. ... oL
Comparison to another problem formulation . . . . . .. ... ... ...
An approach with convex duality . . . . . . .. .. ... ... ... ... ..
Hilbert space regularization . . . . . . . . . . . .. ... .. ... ... .....
Existence and optimality conditions . . . . .. .. ... 0.

2.5.3. Regularization error in the convexcase. . . . . . .. .. ... ... ...
2.5.4. Computation of the second derivatives . . . . . . .. ... ... .....

3. Algorithmic framework
3.1. Nonsmooth reformulation of the optimality condition . . . . . . .. ... .. ..

3.2. Newton method framework

3.3.

3.4.

3.5.

3.2.1.

3.2.3.

3.3.1.
3.3.2.

Semismoothness calculus . . . . . .. .. ... Lo
3.2.2. Newton system and quadratic model . . . . . . . ... ... ... ....
Invertibility of the Newton operator . . . . . ... ... ... .. ...
Superposition operators .

Semismoothness of superposition operators . . . . ... ... ... ...

Concrete examples

Algorithmic aspects . . .
Iterative solution of the Newton system . . . . ... ... ... ... ..
Globalization approaches

3.4.1.

3.5.1.

Theoretical aspects

37
38
41
42
45
47
49
50
53
60
60
62
62



Contents

vi

3.6.

Al
A2
A3.

3.5.2. A trust region method . . . . . ... ... ...
Other reformulations . . . . . . ... ... .......
3.6.1. A reformulation based on the “natural residual”
3.6.2. The “control reduced” approach . . . . .. ..
3.6.3. Comparison . . . . ... .. ... ........

Approximation of measures by smooth functions . . .
Auxiliary results . . . . . ..o L oo
Interpolation error estimates . . . ... .. ... ...

A priori error analysis for an elliptic problem
4.1. Precise regularity and optimality conditions . . . . . .
4.2. Discretization . . . . . . ... ...
4.3. General error estimates . . . .. .. ... L.
4.3.1. Estimates for the state solution . . . . . . . ..
4.3.2. Estimates for the optimal solutions . . . . . . .
4.4. Improved estimates . . . . . . ... ... ...
4.4.1. Global observation . . . ... ... .......
4.4.2. Global control and observation . . . .. .. ..
4.5. Regularized problem . . . . . .. ... ... 0.
4.5.1. Regularization error analysis . . . ... .. ..
4.5.2. Optimization aspects . . . . . . . .. ... ...
4.5.3. Discretization of the regularized problem . . .
4.5.4. Finite element error analysis . . ... ... ..
4.6. Numerical results . . . . . .. .. .. ... L.
A priori error analysis for a parabolic problem
5.1. Optimality conditions . . .. ... ... ... .....
5.2. Discretization and numerical analysis . . . . . . . . ..
5.3. Error estimates . . . . .. ... ... ...
5.3.1. Error analysis for the state . . . ... ... ..
5.3.2. Error analysis for the optimal control problem
5.4. Regularized problem . . . . ... ... ... ... ...
5.4.1. Regularization error . . . . . .. .. .. .. ..
5.5. Numerical results . . . . . . ... ... ... ... ...
5.6. Point source identification . . . . ... ... ... ...
A posteriori error analysis and adaptivity
6.1. Problemsetup . .. ... .. ... .. .. .. ...
6.2. The regularization error . . . . . .. .. ... ... ..
6.3. The discretization error . . . . . . . ... ... ...
6.3.1. Finite element error for the regularized problem
6.3.2. Error representation . . . ... .. ... .. ..
6.4. Adaptive strategy . . . . . .. ...
6.5. Numerical results . . . . . .. .. .. ... ...
6.6. Comparison with a nodal Dirac discretization and outlook . . . . . . ... ...
. Appendix

75
76
79
81
82
84
86
87
88
92
93
95
96
101
107

111
112
116
119
120
123
125
127
128
130

135
136
138
140
142
144
148
149
153



Contents

Bibliography 163

vii






1. Introduction

In this work we consider finite element discretizations and efficient numerical solution methods
for sparse optimal control problems subject to elliptic and parabolic partial differential equa-
tions (PDE). Sparse optimal control problems are problems with (spatially and/or temporally)
distributed controls in combination with control cost (or regularization) terms that favor solu-
tions which are supported only on a “small” set; see below. More precisely, we mean problems

of the type

el T(y) +(u), )

subject to  e(y,u) = 0.

Here, J is a smooth tracking-type functional for the state variable y, defined on the state
space Y, and e is an (elliptic or parabolic) state equation, coupling the state to the control
variable u. The control is searched for in the convex control set U,q and ¢ is a sparsity inducing
functional. In general, the cost or regularization term 1 will be a convex, but not a strictly
convex functional. The canonical example is the L' norm of a function or the total variation
norm of a measure. Problems of this type arise in different contexts:

e For a cost functional

¥(u) :/Qu(a;) dz

with v > 0, we have a linear dependence of the cost on the control . In some applications,
this is a more appropriate cost functional than an L2-type norm; see, e.g., [VM06; BCS13].

e The L' norm, defined on a bounded domain (2 as

v(w = [ fu(w)|da,

and its appropriate generalization to measures, the total variation norm, given by

U = [ dlul(a)

are known to induce sparsity. This means that the optimal solutions of (P) will be
supported only on a possibly very small set (and will be zero everywhere else). In
particular, in the case where the control is searched for in a space of measures, we can
obtain a sum of point sources as the optimal solution. This makes such functionals
useful as regularization terms in the context of inverse problems (see, e.g., [SW09; BP13,;
CFG13; CFG14; ACG15]) and actuator placement problems (see, e.g., [Sta09; CK11b;
Bru+12]). Recently, optimal control with sparsity has also been proposed for PDEs
arising as mean-field limits of systems of ODEs; see [FS14].

In practice, to compute solutions of (P), we have to replace the partial differential equation
e by an appropriate discrete approximation and replace the solution spaces U,q and Y by finite
dimensional spaces. Since we consider PDEs of elliptic or parabolic type, finite elements are



1. Introduction

a canonical method of choice (especially, since we will deal with highly irregular data). We
obtain the discrete problem

ueUg}geya o (y) + ta(w), (Py)

subject to ey (y,u) =0,

with an additional discretization parameter o > 0. A strong focus of this work will be the
derivation and analysis of discretization concepts for two concrete problem settings (elliptic and
parabolic; see below). On the one hand, we will be concerned with a priori estimates for ¢ — 0,
and, on the other hand, we derive an adaptive finite element method based on goal-oriented
a posteriori estimates (for the elliptic problem).

The missing strict convexity of ¢ poses difficulties not only in the theoretical analysis, but
also in the numerical and algorithmic treatment. For the computation of solutions to (P), we
will consider an auxiliary problem with an additional Hilbert-space regularization term. It is
given by

min J(y) + Y(u) + J u|?
i () () + 2l .
subject to  e(y,u) =0,

where H is a Hilbert space (such as, e.g., L?(£2)). Typically, the optimal solutions of (P) are
not contained in H, such that the solutions of (P,) have higher regularity. Additionally, the
strong convexity of the regularized problem enables us to give a very general optimization
framework, which is based on a semismooth Newton method. For fixed v > 0, it can be
formulated and analyzed in a function space setting. Therefore, we can expect that appropriate
concrete realizations of the corresponding algorithms will show mesh-independence in practice
(the number of steps of the algorithm will be essentially independent of the number of degrees
of freedom of the discretization). To compute a solution of the original problem (P), we apply
a continuation method in the parameter v. We derive a priori estimates of the regularization
error for two model problems. Based on that, we also develop an a posteriori estimation
strategy, which is employed in the adaptive algorithm. Let us point out that the additional
regularization preserves some of the structural properties of the optimal solutions, since (P,)
still contains the unmodified (generally nonsmooth) term . In particular, the solutions of the
regularized problem will inherit the sparsity property.

For the theoretical analysis of the discretization and regularization error we will mainly
focus on two characteristic model problems with measure valued controls. The first one is a
tracking-type problem for the Poisson equation given by

n syl +o [ du

min —|ly — « ul,
weM(£2:),yey 2 y—Ud L2(£2) 2.
—Ay = xp.u in {2,

subject to
u=0 on 0f2.

The control is searched for in the space of finite Radon measures M(f2.) on the (relatively closed)
control set £2. C {2. Note that this space contains controls of the specific form u = Zgzl UnOq,, ,

where x,, € 2. and u,, € R for n = 1,..., N, which is a common model for pointwise control
(see, e.g., [Chr81; BMRI1; Lio92]). The control cost term is given by the total variation norm
Jo, dlul = [Jullpme.) and the tracking functional is formulated on the observation domain

€2,. The second model problem (with a parabolic state equation) is, in a sense, the canonical



generalization of the elliptic problem. It reads

) 1
min -

2
- d
wEM(£2.,L2(I)), yeY QHy yd"LQ(LL?(no))*a/QC |ul,

Oy — Ay =xqn,u in I x §2,
subject to y=0 on 912,
y(0) =yo in £2.

Here, the state equation is the linear heat equation with zero Dirichlet boundary conditions.
Again, the control is searched for in a space of measures supported on the control set (2.
However, in the parabolic case, we consider the space of vector valued measures M (2., L*(I)).
The prototypical example for elements of this space are point sources with time-dependent
coefficients of the form u(t) = SN, u,(t)6,, for t € I, where z, € 2. and u, € L*(I) for
n=1,...,N.

Let us give some further motivation for the choice of vector measures and the particular
form of the cost term in the parabolic problem. It is motivated on the one hand by the
concept of directional sparsity proposed by Herzog, Stadler, and Wachsmuth [HSW12], where
and an additional quadratic L?(I x §2.) term is contained in the objective. In fact, for the
regularized problem (P,) we will recover exactly their problem formulation. It favors controls
that are zero on “stripes” of the parabolic cylinder; see section 5.4. On the other hand,
the cost term is motivated by the concept of joint sparsity in finite dimensions; see, e.g.,
Fornasier and Rauhut [FRO8] and the references given therein. In their setting, a regularization
with an ¢1(¢2) norm is considered. On the discrete level, for the problem (P,), we recover
exactly this cost term; see section 5.2. In parallel to the development of this thesis, sparse
controls in the space of vector measures have also been proposed in other contexts. In Kunisch,
Trautmann, and Vexler [KTV14] an optimal control problem for the wave equation is considered.
The problem formulation is motivated by an application to a seismic inverse source location
problem. Furthermore, Henneke [Hen15] proposes the use of sparsity with vector measures in
combination with appropriate control operators for the optimal control of bilinear quantum
systems. In this case, sparsity is applied to a time-frequency representation of the control.

This thesis is structured as follows. In chapter 2 we provide a theoretical framework that
allows for the mathematical discussion of the elliptic and parabolic problem formulation men-
tioned above. In each case, we will discuss a slightly more general problem setting, which
encompasses more general elliptic operators and boundary conditions than the Laplace op-
erator with homogeneous Dirichlet boundary conditions above. It also allows for positivity
constraints on the control and contains the case of boundary control and observation. The
elliptic and parabolic solution theory is based on known results and transposition arguments.
Furthermore, we derive optimality conditions and discuss the sparsity properties of the optimal
solutions. We introduce and discuss the regularized problem (P,) and provide some preparatory
results for the analysis of the regularization error.

Chapter 3 is concerned with optimization methods for the regularized problem (P,). Here,
we consider a general problem setting (based on a reduced cost functional) that also allows
for the discussion of some nonlinear control problems with convex cost terms. We develop the
optimization framework based on a reformulation of the optimality conditions with the normal
map. We show superlinear convergence of a semismooth Newton method, which is based mainly
on known results, and prove global convergence of a related first order optimization method.
Since a reformulation with the normal map has not been extensively studied in the infinite
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dimensional semismooth Newton literature, we include a comparison to other (more commonly
employed) reformulations and highlight what we consider to be the advantages of the proposed
approach.

The finite element discretization of the elliptic model problem introduced above is discussed
in chapter 4. We provide an asymptotic a priori error analysis that improves earlier results
obtained for the same problem. Under additional assumptions, we prove a higher regularity
result for the optimal solutions, which excludes point sources as optimal solutions. This allows
for an (even further) improved error estimate in three spatial dimensions. Furthermore, we
derive an a priori error estimate for the error in the cost functional due to regularization. A
discretization concept for the regularized problem is also presented and a corresponding error
estimate is derived. The discretization of the regularized problem is designed to reproduce the
original discrete problem in the limiting case for v — 0. Many of the results of this chapter
have already appeared in similar form in [PV13].

Similarly, the parabolic model problem and its appropriate finite element discretization are
discussed in chapter 5. We provide a corresponding a priori error analysis that seems to be
optimal (at least in some aspects). An estimate for the regularization error of the objective is
also provided. Additionally, we apply the problem formulation to an inverse source location
problem to give a practical motivation for the proposed approach. Most of the results of this
chapter have already appeared in similar form in [KPV14].

Chapter 6 is devoted to an adaptive algorithm with local mesh refinement for the solution
of the elliptic problem. Here, the problem is first regularized and then discretized. A heuristic
a posteriori estimation strategy of the regularization error based on an asymptotic model is
introduced and error estimates for the discretization error of the objective functional based on
the dual-weighted-residual approach are derived. The adaptive strategy is based on a balancing
of both error contributions. The effectivity of the error estimates is evaluated in numerical
experiments and practical results are presented. We also compare the discretization concept of
this chapter with the one presented in chapter 4.



2. Theoretical framework

In this section we will discuss a theoretical framework to consider a reasonably large class of
sparse control problems with measure valued controls. We will take care to introduce a general
setting that allows us to treat the elliptic case and the parabolic case in a unified way and that
is extensible towards more general problem settings. In the elliptic case, we essentially follow
the ideas in Kunisch and Clason [CK1la; CK11b] and Bredies and Pikkarainen [BP13]. In the
parabolic setting, we provide a problem formulation that favors controls which consists of a
fixed measure in space with time-dependent “coefficients”. Most of the corresponding theory
has already appeared in Kunisch, Pieper, and Vexler [KPV14]. We also refer to Casas, Clason,
and Kunisch [CCK13] for a related parabolic control problem.

This chapter is organized in the following way. In section 2.1 we provide an abstract
problem setting and framework for the discussion of existence of solutions and optimality
conditions. Section 2.2 is devoted to the elliptic problem setting and section 2.3 to the parabolic
setting. In each case, we introduce the corresponding measure space and discuss well-posedness
and regularity of the state equation based on known regularity results and the method of
transposition. Furthermore, we derive optimality conditions. In the parabolic case, we compare
the proposed problem formulation with vector measures to the formulation from [CCK13],
where the optimal solutions have different sparsity properties. In section 2.4 we briefly explain
the relation to a convex duality approach for the analysis of the given problem formulation
(which is used in [CK11la; CK11b]) and draw a parallel to state constrained optimization. The
Hilbert space regularization of the problem is introduced in section 2.5. Finally, we analyze
the regularized problem and provide estimates for the error that arises due to regularization.
We show that the solutions of the regularized problem converge to solutions of the original
problem formulation for vanishing regularization parameter.

2.1. Problem setting

On an abstract level, we consider the constrained minimization problem

e %Iyley J(y) + ¥ (u), -

subject to  e(y,u) =0 in W™,
As announced in the introduction, we search for a control u in the Banach space M and the

state y in the Banach space Y. The state and control are coupled with the state equation e,
which is formulated as a linear equation in the dual space of a third Banach space W.

2.1.1. Conditions for a well-posed problem

To ensure that (P) has a solution, we state the following general assumptions:
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e The space M is formed as the dual space of another, separable Banach space C; the
predual space. We have the identification

M=C

However, M will generally not be reflexive, i.e., we have C C M*. We denote the duality
pairing of u € M and ¢ € C by (u, p) = (U, 9) \(c-

We will frequently work with the notion of weak-* convergence in M. Recall that a
sequence { uy, },, C M for n € N converges in the weak-* sense towards v € M (denoted
by u, —=* u in M) if

(Un, @) = (u,p) forn — oo forall p €C.

o The (extended real valued) functional ¢¥»: M — R U {400} is convex, proper (not
constantly equal to +00), and (sequentially) weak-* lower semicontinuous. Furthermore,

it is bounded from below and radially unbounded, i.e., we require for any sequence
{un },, C M that

lunl|m — oo implies ¥ (u,) — 00 (for n — 00).

o The functional J: Y — R is continuously differentiable (continuously Fréchet differen-
tiable) and bounded from below.

e The spaces Y and W are reflexive. The state equation, which can be written as
(e(y,w), )y =0 forall p e W,
admits for all © € M a unique state solution y € Y. The corresponding solution operator
STM—=Y, Su)=y
is affine linear, bounded and (sequentially) weak-* to strong continuous: we require

S(up) = S(uw) inY forall w, —"u in M.

These assumptions will be verified for the concrete problems below.

Since we have supposed the existence of a solution operator for the state equation, we can
define a reduced cost functional. We define the smooth part of the reduced cost functional
f:M—Ras

fu) = J(S(u))
and the full reduced cost functional j: M — RU{ oo} for (P) as
J(u) = f(u) +(u) = J(S(u) + ¥ (u).
Since the control-to-state mapping is continuous, it follows that f is continuous, as well.

Proposition 2.1. The functional f: M — R is (sequentially) weak-+ continuous and the
reduced cost functional j: M — R is (sequentially) weak-x lower semicontinuous.
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Since M is the dual space of the separable space C, the unit ball in M can be endowed with
a norm (different from the Banach space norm) that induces the weak-* topology on the unit
ball of M. As a consequence of this result and the Banach-Alaoglu theorem, any bounded
sequence in M admits a weak-* convergent subsequence (which is the sequential version of the
Banach-Alaoglu theorem; see, e.g., [Brell, Corollary 3.30]).

Theorem 2.2 (Banach-Alaoglu). Let {u,}, for n € N be a bounded sequence in M. Then
there exists a subsequence ny for k € N and a w € M such that u,, —* u in M for k — oo.

Based on this and the general assumptions, we can give the following standard existence
result based on the direct method.

Theorem 2.3. The problem (P) possesses at least one global solution
(@,7) = (4, S(w)) e M x Y.

Proof. We give a proof for the sake of completeness. Since the functionals J and v are bounded
from below and v is proper, we have

inf j(u) =j€R.
Jnf j(u)=J¢€

Take any minimizing sequence { u, },, C M for n € N. For n large enough we have

for some fixed @ € M where (@) is finite. By the radial unboundedness of v, it follows that
there exists a C independent of n, such that

llunllm < C for all n € N.

With Theorem 2.2, we obtain a subsequence { uy },, (denoted again with the same index), such
that u, —* u in M for some u € M. It follows with the lower semicontinuity of j from
Proposition 2.1 that

j(u) < liminf j(un) = J,

which concludes the proof. O

2.1.2. Optimality conditions

To obtain optimality conditions for (P), we recall some concepts from convex analysis (see,
e.g., [ET99]) and nonlinear functional analysis (see, e.g., [Clal3; BS00]). We introduce the
subdifferential of the convex functional ¥ at the point © € M as the set

d(u) = {w € C | (@—u,w) +(u) < (@) forallae M}. (2.1)

Note, that we define the subdifferential as a subset of the predual space C (which is natural if
we endow M with the weak-* topology; cf. [ET99]). Furthermore, we denote the directional
derivative of f in direction du € M by f'(u)(du). By the general assumptions and the chain
rule, it follows that f is Gateaux differentiable in an optimal solution u. We will verify below
that the derivative of f is represented by a function in the predual space. Therefore, we
identify

fl(@)(ou) = (Vf(),dou), (2.2)

where V f(u) € C is the gradient of f at u. We obtain the following optimality condition.
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Proposition 2.4. Let u € M be an optimal solution from Theorem 2.3. We have the varia-
tional inequality

—f(w)(u—a) +(a) <P(u) forallu e M.
With (2.2), this can be expressed as —V f(u) € 0¢(u).

Proof. We give the elementary proof for the sake of completeness: By minimality of u and
convexity of ¥ it holds for every u € M and A > 0 that

0<j(a+Mu—u))—j@) < f(a+ AMu—1u)) — f(a) + A((a) — ¢(u)).

Dividing by A and letting A — 0, we obtain the result. O

We will compute the gradient of f with the help of the adjoint equation, which is done
separately in the elliptic and parabolic setting in section 2.2 and section 2.3. Furthermore,
we characterize the subdifferential of v to obtain optimality conditions. The characteristic
example for the function 1 in this work is given by the norm

() = [Illae-

In general, ¢ will be positively homogeneous (of degree one), which means that ) (Au) = |A[p(u)
for any A € R and u € M. It can be easily verified with the definition that all convex, positively
homogeneous (of degree one) functions fulfill the triangle inequality, i.e., ¥(u+v) < ¥ (u) 41 (v)
for all w and v in M. The subdifferential of such functions can be characterized with the
following standard result.

Proposition 2.5. Let 1(-) be positively homogeneous (of degree one). For any u € M and
w € C, the inclusion w € OY(u) is equivalent to the conditions

sup (ou,w) <1 and (u,w) =1 (u).
oueM,p(du)<1

Proof. For completeness, we prove the implication in one direction. The other direction is
proved similarly. We take du € M arbitrary and set @&« = w + du in the definition of the
subdifferential (2.1) to obtain

(Ou, w) < P(u+du) —P(u) < P(6u)

with the triangle inequality. For du with ¥ (du) < 1 this yields the first condition. For the
second one we insert @ = Au for A € R in the definition of the subdifferential to obtain
(1 = XN (u,w) < (JA\| = 1)¢p(u). From the choice A = 0 and A = 2 we obtain the second
condition. O

Corollary 2.6. For ¢(:) = ||-||m, the inclusion w € O(u) is equivalent to the conditions

[wlle <1 and  (u, w) = P(u).

Proof. 1t holds supgy,e a, su v <1 (0% w) = [[w(|c, which is a consequence of the Hahn-Banach
theorem; see, e.g., [Brell, Corollary 1.4]. O
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Remark 2.1. Proposition 2.5 can also be derived as a corollary from the equivalent characteri-
zation of w € 0Y(u) as

P(u) + 9% (w) = (w,u),

where *: C — R is the convex conjugate of 1; see [ET99, Proposition 5.1]. For a positively
homogeneous (of degree one) functional, the convex conjugate is given by the convex indicator
function of the subdifferential of 1 at zero.

For the rest of this chapter, we will additionally assume that v is positively homogeneous
(of degree one).

2.2. Elliptic problem setting

In the following, we present the required theory for the discussion of the elliptic problem. We
denote by 2 C R? for d € {2,3} a bounded domain, by I C 942 a (relatively) open subset of
the boundary (the set 042\ I is closed). I" will be the part of the boundary where we impose
Neumann conditions, and I'p = 942\ I" will be the part where we impose Dirichlet conditions.
We are mostly interested in controls of the form

N
u = Z Uz,
n=1

with u, € R and x,, € 2 U I" arbitrary. We do not fix either the position of the x,, or the
number of points N. However, the space of linear combinations of Dirac delta functions is not
suitable for existence of an optimal solution in the general case (since it lacks the property from
Theorem 2.2). Therefore, we consider the more general space of finite Radon measures. In
other problem settings, we are interested in positive controls and the realistic cost term is linear,
as mentioned in the introduction. Therefore, the controls are bounded in a L' norm, which is
not enough to guarantee existence in L! (it is not reflexive). Again, to ensure existence of a
solution in the general case, one can enlarge the solution space to the finite Radon measures.

2.2.1. Radon measures

For the elliptic problem, the control space is a subspace of the finite (signed) Borel measures
M(£2) on the compact set £2; see, e.g., [Rud87; Els11]. We recall some of the basic properties of
this space. Any u € M(£2) can be considered as a countably additive set function u: B(£2) — R,
where B(§2) denotes the Borel sets on 2. For every u € M({2), we define the corresponding

total variation measure |u|: B(£2) — RT as
0 —
|u|(B) = sup { Z\U(Bn)\ ‘ By, € B(£?2) disjoint partition of B}.
n=1

The total variation measure is always positive and we denote the corresponding space of positive

measures by M1 (£2). The total variation norm is now given as the total variation measure of
the whole set, i.e., we set

lull pz) = lu|(£2) for all u € M(£2).
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We endow M E!_Z) with this norm, which makes it a Banach space. For any bounded, continuous

function ¢: 2 — R, we can define the duality pairing between u € M(£2) and ¢ as the
integral

(o) = [ ol@)dufa)

Furthermore, with the given duality pairing, the space /\/l((_Z) can be identified with the dual

space of C(§2), the space of bounded, continuous functions: by the Riesz representation theorem

(see, e.g., [Brell, Theorem 4.31]), it follows that all bounded linear functionals on C({2) can be
represented as elements of M(£2). We identify

M(2) = ()7,
where C(£2) is endowed as usual with the supremum norm

Ielle(a) = suplp(z)].
zEeSf?
By this identification, we also obtain the alternative characterization of the total variation
norm
lull peoy = _sup (u,p) for all u € M(£2).
©eC(2), llellem <1

Note that finite Borel measures on subsets of R? are regular (and therefore Radon measures;
see, e.g., [Rud87, Theorem 2.18]). Thereby, the support of the measure u € M(§2), which is
defined as

suppu = supplu| = 2\ ({J{ B open | [u](B) =0} ),

is a closed set (and therefore suppu € B(2)). As a consequence of the Lebesgue-Radon-Nikodym
theorem, for any u € M(f2) there exists a unique function sgnu € L'(f2,|u|) (the space of
integrable functions w.r.t. the measure |u|), such that

du =sgnudu| and |sgnu(z)|=1 forz € 2 |u|-almost everywhere.

The expression du = sgnud|u| is an short-hand notation for [¢du = [¢sgnud|u| for all

¢ € C(£2). Furthermore, with the Jordan decomposition theorem we can split any signed
measure u into the uniquely defined positive and negative part

uw=ut —u" forut,u” € MT(2),

with u™ and v~ of minimal norm. The positive and negative part are given in terms of the
sign function as dut = (sgnu)™ d|u| and du™ = (sgnu)~ dJu|, where (-)™ and (-)~ denote the
positive and negative part of a function, respectively.

In accordance with the elliptic problem given below, which includes control on the domain
and on the Neumann boundary, we consider the space of Radon measures on the control set,
which is a subset of {2U I'. In general, we require the control set

2.CQUT,

to be relatively closed in £2 U I', i.e., it shall hold §2. = 2. N (2 UTI). It is clear that if we
construct the space of Radon measures on the subset §2;, we obtain the same object as if we
restrict the space M(§2) to the control set, i.e., we can identify

M(02) = {ulg, |ue M(2)}.

10
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Since (2. is generally not compact, we obtain additional zero boundary conditions for the
predual space of continuous functions. Here, we can identify

M(QC) = CO(QC)*a

where Cy(£2.) is the space of continuous and bounded functions which are zero on 02\ I, i.e.,
we define Co({2.) as the closure of C.(f2.) with respect to the supremum norm, where C.({2;)
denotes the compactly supported continuous functions on {2.. Note that this identification is
compatible with the previous one, since Cy(B) = C(B) holds for any compact set B.

2.2.2. Elliptic equations with measure data

In the following, we briefly outline the known regularity theory that is necessary for the
discussion of the elliptic problem (see also Casas [Cas86]). For a given measure u € M(2UTI),
we will consider the convection-diffusion problem with measure valued data given (formally)
b,
’ =V (kVy)+ B Vy+coy =ulp in £,
n-(kVy)+cy=ulp on I, (2.3)
y=0 on 02\ I.

We make the general assumptions that 0f2 is Lipschitz continuous (in the sense of [Gri85,
Definition 1.2.1.1]) and x € L®(2,R™>?) g € WL*(Q2,RY), ¢y € L®(02), ¢ € L=(I).
Moreover, the diffusion tensor s takes values in the symmetric matrices and is uniformly
elliptic, i.e., there exists an ¢ > 0, such that & - k(z)¢ > 5|£|§ for all z € 2 and ¢ € R%
Furthermore, we make the following standard assumptions to ensure unique solvability: we
require ¢ — V- 3/2>0in 2 and ¢; + n-3/2 > 0 on I'. Moreover, in the case where I' = 012,
not both of these expressions can be essentially zero.

We denote by WP (£2) for p € [1,00] the usual Sobolev spaces; see [AF03]. For the solution
of the mixed boundary value problem, we introduce the Sobolev spaces I/VO1 P(RQUT) with zero
Dirichlet conditions on I'p = 982 \ I as the closure of {¢|n | ¢ € C(RI\ I'p) } in WLP(£2).
We also define W—1#' (RUT) for 1/p+1/p’ =1 as the corresponding dual spaces and abbreviate
H}(QUT)=W,*(QUTI) and H 1 (2UT) = W 12(2UT). We denote for any p and p’ as
above the extended L?(f2) duality pairing by

(f,v) = <f,’U>W_1’p/’W01,p for fe WP (QUTI) and v € Wol’p(_Q un).

Furthermore, we assume that 2U 1 is regular in the sense of Groger; see [Gro89, Definition 2]
or the alternative characterization in [HD409]. Here, we are mostly interested in the special
case of pure Neumann/Robin or pure Dirichlet conditions, where either I" = 92 or I" = (). In
this case, regularity follows immediately from the Lipschitz assumption on 042, so we will not
go into the details. We point out that it holds

W, P(2) for I =0,

(2.4)
WiP(Q) for I' = 012,

Wy P(RQUT) = {

where the space VVO1 P(£2) is defined as usual. For the weak formulation of (2.3) we define the
bilinear form

a(y,¢) = (kVy, Vo) + (8- Vy, @) + (coy, ») + (c1y, )1

11
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for y and ¢ in H}(2UT). By (-,-) and (-,-)r we denote the L?(£2) and L?(I") inner product,
respectively. The form a can be continuously extended for u € VVO1 P(UIN) and ¢ € Wo1 ’sl( QuUIN)
for any s € (1,00), where 1/s+ 1/s’ = 1. This is a consequence of Holders inequality and the
Sobolev trace theorem. Furthermore we recall the definition of the duality pairing

<u,<p>=/ sodu+/s0du
2 r

for u e M(2UTI) and ¢ € Co(2UI"). With the Sobolev embedding, the space Wol’S/(Q ul)is
continuously embedded into the Holder continuous functions for s’ > d. Therefore, we have

W' (2UT) < C(RUT) for s >d.

Thereby, we can give the following weak formulation for (2.3). In the following, we fix Sobolev
indices p L1

S<ﬁ and s’ >d with g—i—?:l.
Definition 2.1. For given u € M(2U "), we call y € Wol’s(Q U I") a weak solution for (2.3)
if it fulfills

aly, @) = (u,) forall e Wi (QuT). (2.5)

However, it is well-known that the solutions of the weak formulation (2.5) are not unique
in general; see Prignet [Pri95]. There are different techniques to obtain a unique solution (all
of which lead to the same result in the present setting); see the overview and comparison
in [MPS11]. We will use the method of duality, which goes back to Stampacchia [Sta65], and
apply known regularity results from the literature. First, we consider the dual equation for
w € HY} (L UT) given as

a(p,w) = (f, ) forall p € HY(R2UT) (2.6)

for a given f € H (22U I'). The existence of a unique solution of this equation follows
from classical arguments. With the divergence theorem and the chain rule we can rewrite the
non-symmetric part of the bilinear form as

1
(B-Vy.0) = 518~ Vy,0) = (4,5 - Vo) = (V- By, ) + ((n- B)y: ¢)r] -
In this form, it is evident that a is coercive. We have

a(y,y) = (kVy, Vy) + ((co = V- 8/2)y,y) + ((c1 +n - B/2)y,y)r.

By our assumptions, we obtain the H}(£2 U I') ellipticity of a. Now, the existence of a unique
solution follows with the Lax-Milgram theorem.

Then, we suppose that f is additionally in W% (22U T") and apply the following regularity
result due to Griepentrog and Recke [GRO1]; see also Droniou [Dro00] for a similar result
and [Tro87, Theorem 3.6.(i)] for the case of a C! domain with open and closed I".

Theorem 2.7 (Elliptic regularity [GRO1, Theorem 6.3]). For f € W= (2U ') with s’ > d,
the unique solution w € Wol’z(ﬁ UTI') to (2.6) is Hélder continuous up to the boundary, i.e.,
there exists a 3 > 0 such that w € CP(2). Moreover, we have the a priori estimate

lwlles @y < Coll fllw-1.4 ury

12
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We denote the corresponding solution operator of (2.6) by Squar: W1 (QUI") — Co(2UT).
With this predual solution operator we can construct the solution of the state equation.

Definition 2.2. We call y € Wol’S(Q U I") the solution by duality of (2.3) if it fulfills

() = (u, Squal(f)) forall fe W= (QuUTI). (2.7)

In other words, we set y = Sj,,;(«), which directly implies that (2.7) has a unique solution.

Proposition 2.8. For u € M(2UT), there exists a unique solution y € Wy*(R2UT) (for
every s < d/(d — 1)) in the sense of Definition 2.2 with the corresponding estimate

”Z/HWOLS(QUp) < CSHuHM(QUF)-
Furthermore, this solution also solves the weak formulation (2.5).

Proof. Since (-,y) = (u, Squai(-)) is a continuous functional on W~ (2 U I') by Theorem 2.7
and VVO1 #(R2UT) is reflexive, y can be identified with this functional and is therefore uniquely

determined. For any given w € WOI’SI(Q UT") we define the functional f, € W5 (R2UT) by
(fw,-) = a(-,w). Clearly, it holds w = Squai(fw). By density of HL(2UT") in Wy*(2U I') the
weak formulation of the dual problem (2.6) also holds on this larger space and we have

a(e,w) = (fu, ) forall p € Wy*(RUT).
Therefore, we have a(y, w) = (y, fu) = (u,w) and (2.5) is verified. O

We denote the corresponding solution operator by S: M(2U ') — Wy*(2U I'). Tt can
be easily verified with the definition of the solution by duality that it is weak-x to weak
continuous. Furthermore, the Sobolev embedding W*(2) < W157¢(2) is compact for ¢ > 0;
therefore it is weak-* to strong continuous with values in WO1 PTE(RUT). Since the limiting
case s = d/(d — 1) is excluded, we can without restriction omit the additional € to obtain the
following result.

Proposition 2.9. The solution operator S: M(2UT") — Wol’s(_Q U ) is weak-x to strong
continuous.

Following [MPS11], we can employ an alternative, operator theoretic formulation of the
solution by duality: we introduce the domain of the main part of the elliptic differential
operator as

Dy = domyy 1.0, (V- £V) = {v € Hy(RUT) |V - kVv € WL (2UT)

which is endowed with the graph norm [[v||lp, = [V - sVv + v|y 1.0 ) for v € Dy. By
construction, (V- kV +1Id): Dy — W=55(2 U I') is an isomorphism. It should be noted

that VVO1 ’s/(_(Z UTI") C Dy with continuous (but generally not dense) embedding. Observe that
the bilinear form a can be canonically extended for y € WO1 P(RUT) and ¢ € Dy for certain
s’ >d.

Proposition 2.10. Let s’ < 2d/(d —2) (equivalently, s > 2d/(d +2)). Then the bilinear form
a can be continuously extended for y € Wol’s(_Q UTI') and ¢ € Dy

13
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Proof. For the main part of the differential operator, this follows directly from the definition of
Dy . For the lower-order terms, we use for ¢ € Dy the continuous embedding Dy — H}(2UTI)
and the Sobolev trace and embedding theorems; therefore we need s’ < oo for d =2 and s’ <6
for d = 3. O

Furthermore, from Theorem 2.7 we deduce the continuous embedding
Dy — CP(0).
Therefore, the pairing (u, ¢) can be extended in the same way.

Proposition 2.11. With s € (d,2d/(d — 2)), the solution by duality is given as the unique
solution of

a(y,p) = (u,p) forall p € Dgy.

Furthermore, under additional suppositions on the smoothness of the coefficients, the space
Dy is again given by Wy™* (2UT).

Theorem 2.12. (Elliptic reqularity: smooth case) Suppose that one of the following conditions
1s fulfilled:
e 092 is of class CYP, ' =082 or I' =), and k € CP (02, R¥*%).

e 02 is Lipschitz, I' = (), k is the identity, 8 =0, ¢o =0, and ¢c; =0 (A = —A is the
negative Laplacian with zero Dirichlet boundary conditions).

Then there exists a s' > d, such that for all f € W1 (QUT) the solution w of (2.6) lies in
VVOI’S (207, together with the a priori estimate

g2 gury < oIl ary

Proof. The first result can be found in, e.g., [Tro87, Theorem 1.6.(iv)]. The second result is
due to Jerison and Kenig [JK95]. O

We will need this higher regularity for the error estimates in chapter 4. In the situation of
Theorem 2.12, the weak formulation (2.5) guarantees uniqueness.

Corollary 2.13. Suppose that one of the conditions of Theorem 2.12 is fulfilled. Then we can
identify

Dy =W (uT)

with equivalent norms.

2.2.3. Elliptic optimization problem
The elliptic problem is given in the general case as
min J(y) + ¥(u),

UEM(Q2e), yeWy* (R2) (2.8)
subject to  a(y,¢) = (xa.u,p) forall p € Dgy.

14
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Since the control is supported only on the control set {2., we introduce x g, : M(£2.) = M(QUI")
as the canonical extension by zero operator. The standard example for the convex functional
1) is the norm

o) = alull ey = [ adul

c

More generally, we can also consider the weighted norm

v = [ a@djul(@)
for a continuous weight function &: 2. — RT which fulfills inf, 5 &(xr) > 0. To enforce
positivity of the measure, we can add a convex indicator function to 1, i.e., we consider

Y(u) = allul pmeoo) + It ) (),

where Tyt (g, (u) = 0 for u € M*(£2:) and T+ (0,)(u) = +00 otherwise. It easy to verify that
each of these v fulfills the assumptions from section 2.1 with M = M(£2.).

Proposition 2.14. All of the functionals v given above are convex, proper, weak-+ (sequen-
tially) lower semicontinuous, and radially unbounded.

Proof. The convexity can be checked with the definition and we have ¥(0) = 0. Radial
unboundedness follows from

P(u) > 1;1(% &(o)||ul| pma,) for all u € M(§2.).
x c
Weak-x lower semicontinuity of the norm ||-|| y4(c,) follows by the Banach-Alaoglu theorem (the
norm ball is weak-* compact). For the weighted norm we take a sequence u,, —* u and define
the weighted measures da, = & du, and di = &du. We have (4, — @, p) = (u, — u, &p) — 0
for n — co. By construction it holds that [, &d|un| = [|tn|| s, (the same holds for u).
Now, we apply the previous result. To prove lower semicontinuity of the indicator function,
we note that v > 0 in the sense of measures is equivalent to (u, ) > 0 for all ¢ € C(§2.) with
@ > 0. O

For the functional J: W1$(£2) — R we will mostly consider linear quadratic tracking func-
tionals of the form

1
J(y) = §||Cobsy - Z/d”%%m)

for a subset 2, C £2 and an appropriate observation operator Cyps: W14(£2) — L%(§2,). With
the continuous Sobolev embedding

Whs(02) — L*(2) for s > 2

Td+2

and since the interval [2d/(d 4+ 2),d/(d — 1)) is not empty for d € {2,3}, we can consider
distributed tracking on an open subset £2, C 2. We define by Cops = X1, WH5(§2) — L(£2,)
the corresponding observation and restriction operator. We can also consider the case of
boundary observation; cf. section 5.6. Then, (2, is chosen as a relatively open subset of
I'. With the trace theorem and the Sobolev embedding we have the chain of continuous
embeddings
d—s

1,s 1-1/s,s q — -
WH3(02) - W (I') — LY(I") for q A=D1

15
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Due to the restriction s < d/(d — 1) we can choose an arbitrary ¢ < oo in the case d = 2 and
q < 2 for d = 3. Therefore, at least in the two dimensional case, a boundary tracking term in
L? is covered by the general analysis and we define again Cy,s as the canonical embedding and
restriction.

2.2.4. Optimality conditions
We define the Lagrange function for u € M(82.), y € Wy *(2UT), and p € Dy as

L(u,y,p) = J(y) — a(y,p) + (x2.u,p)-

By construction, for arbitrary p € Dy it holds that f(u) = L(u,y,p) for any u € M(f2.) and
y = S(u). Now, we fix any @ € M(f2.) and § = S(@). By the linearity of y = S(u) and the
chain rule, it follows directly that

fi(@)(0u) = Ly, (a,9,p)(dy) + Ly,(@,§,p)(6u)  for any du € M(£2)

where dy = S(du). Now, we choose p € Dy as the solution of the corresponding adjoint
equation
Ly(a,9,0)(p) = T (@)(p) — ale,p) =0 forall oWy (RUT),

which yields
fl(@)(0u) = Ly,(@, 9, p)(0u) = (xo.6u,p) forall due M(2).

Since p € Dy — Cy(£2U I'), this gives the gradient of f. As a corollary of this representation
and Proposition 2.4, we obtain the following optimality condition.

Theorem 2.15. Let (u,y) = (u,S(u)) be the optimal solution of (2.8) from Theorem 2.3.
There exists a unique adjoint state p € Dy solving the adjoint equation

alp,p) = T'(§)(@) for all p € Wy*(2UT), (2.9)
which fulfills the variational inequality
— (xa.(u—1u),p) + Y(u) < P(u) for allu € M(£2.). (2.10)

Furthermore, we can characterize the subdifferential of ¢ for each of the presented cases.

Theorem 2.16. Let u be an optimal solution of (2.8) and p be the corresponding adjoint state.
i) For ¥(u) = [ &(x)d|ul(z) the variational inequality (2.10) can be equivalently expressed
as
p(x)| < alz)  forx € (2,
supput C {z € 2. | p(z) = —a(z) },
and suppu~ C {z € 2. | p(z) = &(z) }.

i) For y(u) = [ &(x) du(z)+ 1Lyt (o,)(u) the variational inequality (2.10) can be equivalently
expressed as

p(z) > —a(x)  for x € (2,
and suppu C {z € 2. | p(x) = —a(z) }.
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Proof. We only show how conditions from i) and ii) can be derived from the variational inequal-
ity; the reverse direction can be proved similarly. We apply the first part of Proposition 2.5,
which is
sup —(du,p) <1,
P(6u)<1

and compute the expression on the left-hand side in each case. By choosing for each z € (2. the
scaled Dirac delta function du = +1/&(x) d; in the case i) and du = —1/&(x) §, in the case ii),
we derive the first part of the result. With the second part of Proposition 2.5, we have in both
cases that

[ st dalie) = [ pte)da) = @ = [ a@)djal).
We define the function f(z) = &(z) — sgnu(x)p(x) for x € £2.. We have f(z) > 0 for x € (2.
|ti]-almost everywhere due to the pointwise bounds on p and [, f(x)d|u[(z) = 0 with the
previous inequality. This implies that f(z) = 0 for all x € (2. |u|-almost everywhere. With
continuity of p we can now derive the conditions on the support of @t and @~ O

2.3. Parabolic problem setting

In the following we discuss a class of parabolic problems. We use the same notation and make
the same assumptions on 2, I', and 2. as in the previous section. Additionally, we denote
the time interval by I = (0,T) for some T' > 0. In the parabolic setting, we are interested in
controls of the form

N
ult) =) un(t)ds,
n=1

with time-dependent coefficients u,, € L?(I) and z, € £2U I" arbitrary. Again, we do not fix
either the coefficient functions, the location of the points x,,, or the number N; we only require
the points to be independent of time. To ensure that the resulting problem is well-posed, we
again enlarge the solution space. In this case a space of vector measures will be the appropriate
choice.

2.3.1. Vector measures

The space of vector measures can defined as the space of the countably additive set functions
u: B(2) — L*(I) on the Borel sets with values in the Hilbert space L%(I); see, e.g., [Lan83,
Section 12.3] or [Lan93, Section VIL4]. For u € M(f2, L?(I)) the total variation measure

lu| € MT(£2) is defined as

[ul(B) = sup { 3" [[u(Ba)l|z2(r) | B € B(£2) disjoint partition of B}

n=1

for each B € B(£2) and by |u|(£2) we denote the total variation of u. It is easy to see that we
have
lu(B)ll L2y < [ul(B) (2.11)

for all B € B({2). The space of vector measures with finite total variation is denoted by
M(£2, L*(I)). Endowed with the total variation norm lull o, 200y = Nulll pmeay = lul(£2) it

17



2. Theoretical framework

is a Banach space. The support of the vector measure u is defined as before with the total
variation measure as

supp u = supp|ul.

For each u € M(£2,L%(I)) we can define a polar decomposition, which consist of the total
variation measure |u| and the function u’ € L*(§2, |u|, L?(I)) (the space of functions with values
in L2(I), which are integrable w.r.t |u|), such that

du = ' d|ul, (2.12)

which is a short form of [¢du = [ u'd|u| in L?(I) for all ¢ € C(§2). The function u’ is the
Radon-Nikodym derivative of u with respect to |u|; see [Lan83, Corollary 12.4.2] or [DU77,
Corollary IV.1.4]. Certainly, u is absolutely continuous with respect to |u| due to (2.11). In
fact we even have u' € L>®($2,|u|, L?(I)) with

Ul 0o ( () g 1’
1|l oo (2,1l £2(1)) (2.13)

and ||u'(z)||p2y =1 forz e 2 |u|-almost everywhere.

The first property is a consequence of
Il = 1| dulze = In(B) 120y < Jul(B)

which implies that the |u|-average of v lies in the unit ball of L?(I). By the averaging
lemma [Lan83, Theorem 11.5.15] this implies [|u'(z)[|r2(;) < 1 |ul-almost everywhere. The
second property is implicitly contained in [Lan83, Theorem 12.4.1]. By C(£2, L?(I)) we denote
the space of bounded continuous functions on 2 with values in L?(I), endowed with the
supremum norm

vlle(2,c20r)) = supllo(@)lz2(r)-
€S

With the duality pairing defined for v € M(£2, L*(I)) and v € C(£2, L*(I)) as
(w,0) = [ @@, 0(@)) 2 dful a2

we have a natural injection into the dual space M (2, L2(I)) < C(£2, L*(I))*. In fact this is
an isometric isomorphism. The identification

M2, LA(I)) = C(2, LA(1))*

for a more general setting is known as Singer’s representation theorem; see, e.g., [Hen96;
Mez09].

As in the elliptic setting, the control set (2. is a relatively closed subset of £2U I, and we
have the canonical embedding

M(£2, L*(I)) < M(£2, L*(I))
with the identification

M(0e, L2(1)) = {u e M(2,L*(I)) | suppu C £2,.}.
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2.3. Parabolic problem setting

Let Co(£2., L2(I)) be the space of continuous functions on (2. with values in L?(I) which are
compactly supported in £2.. Then we define Co(£2., L?(I)) as the closure of C.(§2., L*(I)) with
respect to the supremum norm. We note that this is equivalent to

Co(2e, L*(I)) = { p € C(2e, L*(1)) | p(x) = 0 for x € 9N\ T'}.
With the pairing defined for u € M(£2., L?>(I)) and v € Co(82., L*(I)) as before we identify

M(82,, L*(1)) = Co(£2e, L*(I))*.

There is another canonical space of functions which are L? in time and continuous in space;
the Lebesgue-Bochner space L?(I,Cy(£2.)). This space is strictly smaller, i.e., we have the
continuous embedding

L2(1,Co(82:)) = Co(£2e, L*(1)),

which can be directly verified. It has the (larger) dual space L2 (I, M(§2.)); we will address
this space and compare it to the space of vector measures in section 2.3.5.

2.3.2. Parabolic equations with measure data

In the following, we briefly outline the necessary results from parabolic regularity theory for
the discussion of the parabolic optimization problem. For a pointwise control problem, the
following regularity results have been obtained by Droniou and Raymond [DRO0] (in a more
general setting). For equations with general measures on the parabolic cylinder, see also
Casas [Cas97], Raymond and Zidani [RZ98], and Amann [Ama05]. For a given vector measure
u € M(QUT,L*(I)), we will consider the parabolic equation given (formally) by

Oy —V - (kVy)=u|lp inl x {2,

ulp on I x T,

y=0 onlx (002\TI),
0 in £2.

(2.14)

We define a suitable solution to equation (2.14) with the method of transposition (as in the
elliptic setting). We make the same regularity assumptions on {2 and I" and & as in section 2.2.2.
As before, we fix Sobolev indices

d 1 1
S<ﬁ and s >d with ;4—?:1.

We recall from section 2.2.2 the definition of the spaces I/VO1 *(2UT) and the domain Dy. We
define the elliptic operator
A: WS (QUT) — D

by the weak formulation
(Ay, ) = aly,») = (kVy, V) fory e Wy*(2UT) and ¢ € Dy.

We can extend the definition canonically to y € L?(I, WOI’S(Q UTI)) and ¢ € L?(I, Dy) (which
are the usual Lebesgue-Bochner spaces). We denote corresponding extension of the form a and
the operator A again by the same symbol. By (-, -); we denote the extended L?(I x {2) duality
pairing between L?(I, WOI’S(Q UI)) and its dual L2(I, W15 (2 U I)).
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2. Theoretical framework

At first, we consider for a given right hand side f € L*(I, W~ (22U I")) the dual equation
to (2.14), which is the backwards in time parabolic equation

—dw+ A*w = f i LI, W (UI), (2.15)
w(T) =0,

where the time derivative is interpreted as the distributional derivative [Ama95, Chapter IIL.1].
We apply a result on maximal parabolic regularity by Haller-Dintelmann and Rehberg [HDR09]
to characterize the solutions of (2.15).

Theorem 2.17 (Theorem 5.4 in [HDRO9]). Suppose that s’ € [2,2d/(d —2)). Then the unique
solution w to (2.15) lies in the space

X* =L*(I,Dy) N H\(I,W="¥(uT))
with the corresponding a priori estimate
HwHXS’ < CS”fHLQ([,W*LS'(Quf))' (216)

We denote the corresponding solution operator by w = Squai(f). With Theorem 2.17 it is
an isomorphism on the spaces

Squar: L2, W (U ) — X*.
Moreover, since Dy < C?(£2) for some 8 > 0, we additionally obtain the embedding
X% s L*(I1,Co(2UT)).
It should be noted that since L2(I,Co(2UT")) < Co(2UT, L*(I)) the adjoint solution operator

maps into the predual space. A very weak solution of the state equation (2.14) can now be given
in the following way: consider dual exponents s’ € (d, 2d/(d — 2)). For any u € M(QUI, L*(I))
the state y € L?(1, VVO1 #(2U171)) is defined as the solution of the very weak formulation

(y, —Okp + A*0); = (y0,(0)) + (u, ) for all p € X*' with o(T) = 0. (2.17)

With the embedding X* < X2 and the trace theorem X? < C(I, L?(£2)) (see, e.g., [Ama95,
Theorem III 4.10.2]), the point evaluation ¢(0) is well defined and continuous in X* . Therefore
for any f € L2(I, W= (2UT)) and the corresponding w = Sguai(f) we obtain from the
definition (2.15) that
(F,9)1 = (0, w(0)) + (u,w) < C (llull pqurzaay + I9oll 2y ) o

By reflexivity of the space L?(I, T/VO1 *(2U 1)) we now see that the very weak formulation has
a unique solution and with (2.16) we obtain

1l 2w caury < Cs (Illavcaon 2y + 9ol 2 ) - (2.18)

By choosing appropriate test functions in (2.17) we derive that 0,y = —Ay + x,u holds in the
distributional sense and we obtain dyy € L?(I, W, LS(QUI)). With this and the integration
by parts formula (see, e.g., [Ama05, Proposition 5.1]) it follows

(¥(0), #(0)) = =0y, )1 = (¥: 0o} 1 = (%0, £(0)) < l[goll2(2) #(0) | 22(2) (2.19)

for all ¢ € H'(I, W* (2 U I')) with ¢(T) = 0. We can choose ¢ with ¢(0) € Wh* (U T)
arbitrarily and conclude y(0) = yo by density. Finally, we obtain the following result.
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2.3. Parabolic problem setting

Proposition 2.18. The state equation, given in the weak formulation

<atya QD>] + a(y,cp) = <u7§0> fO?” all pe L2(Iv DS/)v

y(0) = yo, (220)
with s' > d possesses a unique solution y in the space
Y =LA, Wy (RuUD)nHY I, W™ (QuTI)),
where 1 < s < d/(d— 1), with the corresponding estimate
Iyllv < Cs (lulmeaurzzm) + ol 2 ) - (2.21)

Proof. We take the unique solution y € Y* of the very weak formulation (2.17), which ful-
fills (2.21) by (2.18) and the representation of the time derivative. The regularity for all
s < d/(d—1) is a consequence of the Sobolev embedding theorem. We argue that y is also a
solution to the weak formulation (2.20) by applying integration parts in (2.17) to obtain

(u, ) =y, =0rp); + aly, ©) — (yo, 9(0)) = (Ory, ¥); + aly, )

for all o € X* with (T) = 0. Since the space { o € X* | o(T) =0} is dense in L*(I, Dy)
the solution y fulfills (2.20), which proves existence for (2.20). Conversely, uniqueness of the
solution to the weak formulation (2.20) follows by X*" < L?(I, Dy). O

Remark 2.2. The weak formulation (2.20) holds also for test functions ¢ from the subspace

L3(I, VVO1 ’S/(Q U I")). However, if we restrict the test space in this way, we lose uniqueness of
the solution in the general case; cf. section 2.2.2.

We denote the corresponding solution operator for the state equation by y = S(yo,u) =
S(u).

Proposition 2.19. The solution operator S: M(2 U I, L*(I)) — Y* is weak-+ to weak con-
tinuous. Furthermore, it is weak- to strong continuous with values in L?(I, WOI’S(Q ur)).

Proof. Since u, is bounded in M(£2U I', L*(I)), the sequence y, = S(u,) is bounded in Y*
with Proposition 2.18. Thus, it contains a weakly converging subsequence (denoted again by
Yn) With y, — ¢ for some § € Y*. By taking the limit in (2.20), we see that § = S(@). The
result follows since this argument can be repeated if we start from any subsequence of u,. The
second statement follows from the compact embedding

Y s LA, Wy*5(RUT)) fore>0,

which follows with the Aubin-Lions lemma,; see, e.g., [Lio69, Théoreme 1.5.1]. O

In the following we implicitly restrict the parameter s to the interval (2d/(d + 2),d/(d — 1))
when we use the spaces Y? and X s/, unless explicitly mentioned otherwise.
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2. Theoretical framework

2.3.3. Parabolic optimization problem

With these preparations we can now state the precise problem formulation in the parabolic
setting:

i J
ueM(QCergr(lj)),yeys (y) + 1 (u),

Oy, @) + aly, @) = (xo.u, ) forall ¢ € L*(I,Dy), (2.22)

subject to
{ y(0) = yo-
Again, xp, denotes the canonical extension by zero
X020 M(2e, L(1)) = M(QUT, L*(I)).

For the cost functional J we consider again the quadratic tracking functional

1
J(y) = §||Cobsy - de%Z(IXQO)

on the observation region I x §2,. With the properties of the solution operator from Proposi-
tion 2.19 we can choose {2, to be an open subset of {2 in the both the two and three dimensional
case. In the two dimensional case, we can additionally consider a boundary tracking term; cf.
section 2.2.3. The convex term 1) is either given by a multiple of the norm

0w = allulo,rzy = [ adul(a).

c

or by a norm plus a convex indicator function to realize positivity constraints for the time-
dependent coefficient,

Y(u) = allull pmioe,c2(n) + Lt ., 22(n) (w)-

We say that a vector measure u is positive (non-negative) if the corresponding functional on
Co(92., L*(I)) is non-negative: we have u € M™ (2., L*(I)) if it holds

(u,) >0 for all p € Co($2, L*(I)) with @(t,2) >0 for (t,z) € I x 0.

It can be verified that M™ (2., L?(I)) consists exactly of the measures for which the polar
decomposition du = v’ d|u| with |u| € M*(§2.) and v’ € L (2, |u|, L*(I)) yields a positive
function /(t,z) > 0 for (t,z) € I x (2.

Proposition 2.20. The two functionals ¥ given above are convez, proper, weak-x (sequentially)
lower semicontinuous, and radially unbounded.

Proof. The arguments are straightforward and analogous to the ones given in the elliptic case;
cf. Proposition 2.14. O

2.3.4. Optimality conditions

Similar to the the elliptic case, we define the Lagrange function for u € M(£2., L*(I)), y € Y%,
and p € X* as

L(u,y,p) = J(y) — Oy, p); — aly,p) + {(xa.u,p) + (y(0) — yo,(0)).
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2.3. Parabolic problem setting

We proceed as in the elliptic case. For any 4@ € M(£2., L?(I)) and § = S(yo, @) we derive
fi(@)(ou) = £, (@, §,5)(y) + L3,(,§,p)(du) for any du € M(£2)

where dy = S(0,u). Again, we choose p € X% as the solution of the corresponding adjoint
equation

L, (@, 9,0) () = J(9)(¢) — (Oep. B); — ale,B) + ((0),5(0)) =0 for all p € Y.

We can apply integration by parts in time to obtain the equivalent formulation

—{0,0p); + alp, D) + (p(T), p(T)) = J'(§)(¢) for all p € Y*.

By choosing special test functions ¢, we obtain that this condition is equivalent to p(7") = 0
and —0yp + A*p = J'(§) € L*(I, W*LS/(Q)); cf. Proposition 2.18. With the unique solution
p € X% of the adjoint equation (see Theorem 2.17), we can now express the gradient of f at @
as

(@) (0u) = L, (4,9, p)(du) = (xn.0u,p) for all du € M(£2.).

As a corollary of this representation and Proposition 2.4, we obtain the following optimality
condition.

Theorem 2.21. For any optimal solution (u,y) = (4, S(yo,w))) of (2.22), there exists a unique
adjoint state p € X solving the adjoint equation

—(,0p) + a(p,p) = J'(§)(¢)  for all p € L*(I, WH(QUT)),
p(T) =0,
and the subgradient condition

— (xo,(u—1),p) + (a) <) for allu € M(82,, L*(I)). (2.24)

(2.23)

From the variational inequality (2.24) we can derive additional properties of the optimal
control.

Theorem 2.22. Let u be an optimal solution of (2.22), v’ d|u| = du its polar decomposition,
and p be the corresponding adjoint state.

i) For ¥(u) = allul| me.,2(r)) the variational inequality (2.24) can be equivalently expressed
as

[P(2)|l2(ry <« for all x € (2, (2.25)
Supplu| C{z el lp@)2m) =at, (2.26)
at' (z) +plx) =0 forx € 2. |ul-almost everywhere. (2.27)

i) For ¢(u) = allull pmo,,2(n) + Imt.,n2(n)(w) the variational inequality (2.10) can be
equivalently expressed as

1™ (2)|lp2(ry < for all z € {2, (2.28)
supplu| C {z € Qc | [Ip™ (@)l 2y =}, (2.29)
at'(z) —p (z) =0 forx € 2. |u|-almost everywhere. (2.30)
Here, p~ € Co(§2., L*(I)) denotes the negative part of p given as p—(t,x) = p(t,z)~

—min(0,p(t, z)) for (t,x) € I X 2.
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2. Theoretical framework

Proof. We first show i). By Proposition 2.5 we obtain

~ 1 _
sup —(x2.5u,p) = —IPlleo(2e,z2ry) < 1
oll6ull py (. 1217y <1 @

The first equality follows from the inequality |(xo.0u, p)| < [|6ull s, 220 12llco(.,22(1)) and
the fact that equality holds for a special choice of du (choose du = —1/ap(%)dz, where & € (2.
is a point such that ||pllc, (., 2(r)) = [[P(2)|lz2(r) is achieved.) This already shows (2.25). With
the second condition from Proposition 2.5 we obtain

~(xa.9) = allill e, a2y = [ adll

c

Applying the polar decomposition and reordering we obtain

/ (- (@ (@), ple)) 12 ) dfal(z) = 0. (2.31)

c

With the Cauchy-Schwarz inequality and the conditions (2.13) and (2.25) we obtain

= (@' (), p(@) 2y < W (@)llz2( 1) L2(r) < o (2.32)

for x € §2. |u|-almost everywhere, which means that the integrand in (2.31) is non-negative.
Therefore it must be zero almost everywhere, i.e., it follows

—(u(x),p(x)) 2y =« for x € 2. |u|-almost everywhere.
Considering again (2.32), we see that equality can only hold if the conditions
1p(x)|| 2y =« and  p(t,z) = —ad'(t, x)

hold for |u|-almost all € (2. and almost every ¢t € I. This proves (2.27). From the first identity,
we can derive (2.26) using basic measure theoretic arguments: define the function f: 2. — R™,
f(z) = a — ||p(x)|[2(1), which is positive and continuous due to p € X5 Co(92., L2(D)).
Furthermore, it fulfills [, f(z)d|u|(z) = 0. We can easily argue that supp|u| must be a subset
of the zero set {x € (2. | f(x) =0}, for instance by a contradiction argument.

To show ii), we take an arbitrary du € M™ (82, L*(I)) with a|[dull s, 22y < 1 and
compute

_ _ __ 1, __
—(x2.0u,p) = —(x2.0u,p") + (x0.0u,p) < EHP HCO(QC,LQ(I))v

using the positivity of du, where the positive part p™ = p + p~ is defined similarly as the
negative part. Again, equality is achieved for a special choice of du and we obtain (2.28) by
Proposition 2.5 as before. As in the previous case, we obtain (2.31). In this case, the integrand
in (2.31) is positive as well, due to

—(@ (), p(2)) r2(ry = —(@ (@), " (@) 20y + (@ (2), 0~ (@) 221y < 1@ @) 2 1P~ (@)l|22(r) <

for x € 2, |u]-almost everywhere. Here, we have used again the positivity of u/ and p*. Due
to equality in (2.31) we derive

—(u'(x),p” (x))2(ry = @ for x € 2. |ul-almost everywhere,

which implies (2.30) and (2.29) as before. O
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2.3. Parabolic problem setting

We can identify a characteristic special case.

Corollary 2.23. Suppose that equality in (2.25) is only achieved in a finite collection of points,

{ze 2 p@)ll2a) =at ={en o N

Then u is given by a sum of point sources: for some coefficients ¢, >0 forn € {1...N } we
have

1 N
u=— Z Cnﬁ('vxn) 6In
an—l

Proof. We infer from (2.26) that |a| = Y0, ¢,8,, for some positive coefficients ¢, > 0.
Then the time dependent coefficients u, € L*(I) are given due to (2.27) by the formula
un(t) = et (t, xn) = —cn/ap(t, x,). O

By (2.12), the optimal controls of (2.22) have a “sparsity pattern” which is independent of
time. To emphasize this point, we will compare the problem formulation to a different one,
which does not have this property.

2.3.5. Comparison to another problem formulation

Up to now we have always considered the controls u € M (2., L?(I)) as objects depending
on the spatial variable x € (2.. Now we want to switch the point of view to consider u as a
variable of t € I. For a given u € M (2., L?>(I)) and its polar decomposition du = v’ d|u|, we
can define the control u(t) € M({2.) at time ¢ by

du(t) =u/(t)d|u| fort eI almost everywhere. (2.33)

Due to (2.13) the polar decomposition u’ is an element of the Hilbert space L?({2, |ul|, L*(I)),
which is isometrically isomorphic to L?(I, L?(£2.,|u|)) with Fubini’s theorem.

From this point of view, it is natural to directly consider controls I 3 t — u(t) € M(£2.),
such that |[u(t)[| (0. is square integrable in time. Since M({2.) is not separable, it is necessary
to distinguish between weakly and strongly measurable functions. We recall from [CCK13] and
the references therein the definition of the Bochner space L2 (I, M(f2.)) (of weakly measurable
M(S2.)-valued functions which are square integrable in time) and the identification of the
dual

L2(1, M(£2.)) = LX(1,Co(2.))"

We have the continuous embedding
M($e, LA(I)) <= Lo (I, M(820)), (2:34)

which follows from the (dense) embedding L*(I,Co(£2.)) < Co(§2e, L*>(I)). Therefore, for
each u € M(§2., L*(I)) the expression u(t) € M(§2.) for t € I is also defined with the
help of this embedding. We can verify that this is compatible with the definition given
in (2.33) independently of the equivalence representations chosen for u’: I — L?(§2., |u|) and
w: I — M(S2.). Tt is obvious that the inclusion (2.34) is strict, i.e., it holds

M(0e, L*(1)) © Ly, (I, M(82:)).
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2. Theoretical framework

We will give an example below.

Let us compare the conditions from Theorem 2.22 with the optimality system obtained by
Casas, Clason, and Kunisch [CCK13] for the problem

i J(S . 2.35

g IS0, 0) + i 1oy (2.35)

For problem (2.35) the optimality condition (see [CCK13, Theorem 3.3]) implies that for almost
all t € I it holds

supplu(t)| € {z € 2 | [p(t, 2)| = [p()lleo(20) } 5

which means that the support of u(t) is variable over time. Note, that this implies significantly
lower regularity for problem (2.35) in comparison with problem (2.22) under consideration. For
instance, a regularity result such as 4 € C(I, M(2.)) (cf. Theorem 5.8) cannot be expected.
Indeed, it is false for problem (2.35). We just have to consider as an example the measure
w € L2(1, M(2)), u g M(£2,L3(I)) with I = 2 = (0,1) defined by

u(t) = g(t)dy, (2.36)

with a nontrivial smooth function g with g(1) = 0. Here, the Dirac delta function moves in
space as time increases. Such controls can actually be found as optimal solutions of (2.35):
choosing A as the negative Laplacian with homogeneous Neumann boundary conditions it
is possible to construct a desired state yg such that the optimal solution of (2.35) is given
by (2.36). The construction is analogous to the one which will be given in section 5.5.

2.4. An approach with convex duality

In both of the examples that have been presented above, the smooth part of the objective is of
linear quadratic type. More precisely, we can consider most of the given concrete examples as
instances of the problem

1 )
1?611/3( §HSObsu_deV+aHuHMv (237)

where V is a Hilbert space and Sgps: M — V is a linear control-to-observation operator. In
the concrete elliptic case, we can form Syns = Cops © S as the concatenation of the solution
operator S and the observation operator Cyps. In the parabolic setting, S = S(yo,-) is only
affine linear for yo # 0. We can set the observation operator to Sops = Cops © S(0, -) and replace
ya by ya + S(yo, ) to bring it in the form (2.37). The problem (2.37) is convex and due to its
specific structure a dual problem can be identified with the Fenchel duality theorem; see [ET99,
Theorem II1.4.1]. This is the approach chosen by Clason and Kunisch [CK11la; CK11b] in the
context of an optimal control problem with an elliptic equation as in section 2.2. There, a dual
problem is derived, which can be equivalently given as

.1 2
min 2||U +vdllv, (2.38)
subject to [ Sgps(v)lc < a.

Here, S% . V — C is the predual operator of Sopgs with (Sobsu, v)y = (u, S¥ v) for all u € M,
v € V. It can be identified as S¥ ; = Squa1 0 C- The optimal solutions of (2.37) and (2.38) are
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2.5. Hilbert space regularization

linked via the relation v = Sgpstt — Y4 and the optimal solution u plays the role of the Lagrange
multiplier for the constraint in (2.38). The optimality conditions from Theorem 2.16 can then
be derived or interpreted as complementarity conditions for the constraint on p = S}, .(v) and
the multiplier u. We remark that a similar analysis would likely also be valid for the parabolic
problem discussed in section 2.3.

Here, we have chosen a direct primal approach with the subdifferential as outlined in sec-
tion 2.1. This is motivated by the fact that this approach can be more easily extended to
nonlinear problem settings, where either S is not (affine) linear or J is not convex. In fact, a
similar approach is used by Casas and Kunisch [CK14] for a problem with a semilinear elliptic
equation. We mention the approach with the dual problem (2.38), since it gives an impor-
tant connection to state constrained optimization; see, e.g., [Cas86]. The analysis of sparse
control problems with measures profits from the advanced level of research in this area. For
instance, for the numerical realization we will introduce a regularized problem in section 2.5.
In terms of the dual problem, this regularization corresponds to a quadratic penalty of the
constraints; see [CK1la; CK11b]. Due to this parallel we are able to adapt techniques from
state constrained optimization (see, e.g., [HK06a; HSW14]) for an improved analysis of the
regularization error. However, in the construction of the optimization algorithms in section 3
(where we can work with L? controls and bypass the regularity theory for measure valued
controls) we will take special care to also handle the general case, where Fenchel-duality would
not be directly applicable.

2.5. Hilbert space regularization

For the algorithmic realization we consider a regularized problem. In the regularized problem,
the control is searched for in the Hilbert space H. We generally identify H with its dual space
H = H* and we abbreviate the inner product and norm in H by

(w,0) = (u,0) and - Juf| = [lull -

We suppose that the space C is densely embedded into H. Furthermore, we require that the
inner product in H is compatible with the duality pairing between M = C* and C, such that it
holds

(u, ) = (u,) forallu e H, and p € C.

Thereby, we have the chain of continuous embeddings
C—oHZXZH"— M.

Recall that since C — H is dense, the second embedding is injective.

Now we introduce the (Tikhonov-)regularized version of (P). For a positive regularization
parameter v > 0 we consider the problem

. T2
pcmin I (y) 4 ) + S full,

subject to  e(y,u) =0 in W™

(P-)

We make the same suppositions on J, ¥ and e as before. In particular, since H is continuously
embedded into M, we can reuse the control-to-state mapping from above by concatenating it
with the embedding. We obtain the solution operator

S:H—=Y, S =y,
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2. Theoretical framework

denoted again by the same symbol. However, since the space H is smaller than M, S maps
H to a space of higher regularity than Y, which we will use in the concrete applications. For
u € H, we denote the reduced objective of (P,) by

. . v Y
Jy(u) = j(u) + §HUII2 = J(S(u)) +(u) + §HuH2,
and define the corresponding smooth part as

F(w) = f() + 2l = TS @) + 2 ull”

We defer a concrete description of the regularized problems to chapters 4 and 5. Let us
only point out that for the elliptic problem we will choose H = L?(f2.) and for the parabolic
problem we will choose H = L?(§2., L>(I)) = L*(I x §2.). Furthermore, it holds that

ullpeary = lullLiqy  for u e L*(82),
lull pmeo, 20y = llullr@,c2y)  for u € LI % £2),
which provides a different interpretation of the considered functionals v in the regularized

setting.

2.5.1. Existence and optimality conditions

Under the general conditions from section 2.1 the regularized problem (P,) is also well posed.
Since the objective functional contains the squared norm of H, any minimizing sequence is
bounded in H. Furthermore, any weakly converging sequence in H converges also in the weak-%
sense in M. Thereby, we obtain the following result (in the same way as in Theorem 2.3).

Proposition 2.24. The problem (Py) possesses at least one global solution
(Uy, Yy) = (uy, S(uy)) € H XY,

Similarly to Proposition 2.4, we can obtain a necessary optimality condition for (P). In the
regularized setting, we define the subdifferential of ¢ as in (2.1) as a subset of H. We work
with Gateaux differentiability in the Hilbert space H, and identify

(Vf(u),éu) = f'(u)(du) foru € H.

Due to the compatibility of the duality pairing and the inner product, we obtain the same
expressions for the gradient of f. The gradient of £ is given by

Vi (u) =V f(u) +vyu forue H.
Thereby, we obtain the following necessary conditions as in Proposition 2.4.

Proposition 2.25. Let uy be an optimal solution of (Py). It holds
— (Vf(uy) + 7ty u—ty) +Y(uy) <P(u) forallue H. (2.39)

Alternatively, this can be expressed as —V f(uy) — iy € OY(u).
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2.5. Hilbert space regularization

We can again derive more concrete conditions using the specific structure of ¢. In the original
(unregularized) problem setting, we could only obtain information about the support of |u|,
cf. sections 2.2.4 and 2.3.4. In the regularized setting, we can derive an explicit formula for
Uy in terms of the optimal gradient V f(u,). It is easy to see that (2.39) can be alternatively
expressed as

@, = argmin | (V£(@,),u) + 2 [ull® + ()|
ueH
which has a unique solution due to strong convexity. This can be elegantly expressed with
the help of the proximal map of ¢, which we will discuss in section 3.1. We also refer to the
examples in section 3.3.2 and the optimality conditions given for the concrete examples in
chapters 4 and 5.

2.5.2. Regularization error

Define for v > 0 the value function v as
i (5N — i(m Tlal2 = J(S(i = Yis 12
v(v) = jy(uy) = j(uy) + QHU’YH = J(S(uy)) +(uy) + QHU’YH .

We derive an estimate for the error introduced due to regularization in terms of the cost
functional

j(@) = inf j(u) = (0).

Note that the value of the objective in a globally optimal solution from 2.3 is independent of
the specific solution, which may not be uniquely determined. In the context of Moreau-Yosida
regularization of state constrained optimization problems, it is known that the value function
is differentiable and concave; see Hintermiiller and Kunisch [HK06a, Proposition 4.1]. In fact,
we can obtain with similar techniques (see also [HK06b; Sch09; Sch13]) that

V() = 5l P 20, (2.40)
V() 0 (2.41)

for almost all v € (0,00). Similar results are also well-known in the context of Tikhonov-
regularization of inverse problems; cf., e.g., [IK92; JLS09; LR10; KKV11].

Proposition 2.26. The value function v: [0,00) — [j(u),00) is (locally) Lipschitz-continuous,
concave and differentiable for v € (0,00) almost everywhere with derivatives as in (2.40)
and (2.41).

Proof. By comparing functional values we can verify that v is concave. In fact, for any vy > 0,
v > 0, and the convex combination vy = 6~y + (1 — 6) v we have

0v(70) + (1 = 0) v(7) < 05y (Uyy) + (1 = 0) 5y ()
. 70~ Y= o
= i)+ 022 i 2 (1= 0) L i |2 = 1y 1z, = v(30)
by minimality of j,,(u,) and j,(u,). The fact that v is concave directly implies that it is

locally Lipschitz-continuous; see, e.g., [BC11, Proposition 8.28]. Furthermore it is differentiable
almost everywhere by Rademacher’s theorem; see, e.g., [EG92, Section 3.1.2]. Existence of the
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2. Theoretical framework

second derivatives almost everywhere and formula (2.41) follows by the Alexandrov theorem;
see, e.g., [EG92, Section 6.4]. It remains to compute the form of the first derivative as in (2.40).
Therefore we consider that for every € > 0 the difference quotient is bounded from above and
below by
1 1. _ L 1, o
- (v(y0 +€) —v(m)) < - (]’Yo+8(u’yo) - ]“/O(U’Yo)) = 5”“70”
1

£

o | =

(j'Yo (a’Yo) - j’YO*E(a'YO)) < = (v(v0) —v(y —¢))

Therefore, letting € — 0 we obtain
1, _
d’[)(’}/o, 1) < 5”“70”2 < - d’[)(’}/o, _1))

where dv(7p, £1) denotes the directional derivative of v in positive and negative direction (which
exist, since v is concave). This implies v/(7y) = 1/2|u,|[? for v > 0 almost everywhere. O

To show continuity of the value function at zero, which implies the convergence of the
regularized functional values for v — 0, we can apply a very general argument. For this we
need a special approximating sequence in H of the optimal solution u € M.

Assumption 2.1. Suppose that for u € M there exists a sequence {uy },.y C H with
Y(ug) = Y(u) and u, —=* u in M for n — oo.

The existence of a sequence with the second property follows in the concrete settings by the
weak-* density of H in M. The convergence of the functional values is less obvious. For the
spaces M = M(2) and H = L%(£2) and the functional 9(-) = [ p(i2) we refer to [Brell,
Problem 24]. We give the analogous argument for vector measures in Appendix A.1.

Proposition 2.27. Suppose that Assumption 2.1 holds. Then the value function is continuous

at zero with limit v(0) = lim.,_,o+ v(y) = j(u).

Proof. Take any optimal u € M and the sequence {u, },.y C H from Assumption 2.1 with
¥(up) — (u) and u, —=* w in M for n — oo. Then we have for all v > 0 and all n € N that

- .- .- Y- . Y
v(0) = j(u) < j(iy) < 5(ty) + Sty [1* = v(v) < j(un) + 3 flun]|* (2.42)
by optimality of u and u,. By the convergence of the u, we have

J(up) = flup) + ¥(uy) = f(u) +(u) =j(u) for n — oo

since f is weak-* continuous in M({2.). Therefore, for any given € > 0 we can choose n. € N
large enough such that

. . L €
J(@) < j(un.) < (@) + 5.
Combining this with (2.42) results in
€

L . Y -
3(@) < jun) + Ll 1P < (@) + 5

.,
+ 2 un, I

Note that this inequality holds independently of v > 0. Choosing now . < £/||u,_||* we obtain
j(u) <wv(ve) < j(u) + e with arbitrary € > 0, which concludes the proof. O
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2.5. Hilbert space regularization

As a consequence of the continuity of the value function, we obtain the (subsequential) weak-x
convergence of the regularized solutions . to an optimal solution @ of the original problem
formulation for v — 0.

Theorem 2.28. Consider a sequence of solutions u., € H of problem (P,) for v — 0. There
exists a subsequence v, for n € N and a solution u € M of (P) such that

Uy, =" u in M, forn— occ.
If (P) has a unique solution u, we have u, —* u for any sequence v — 0.

Proof. As in Theorem 2.3, the values of () are bounded by

() < jy(uy) < J(S(0))

due to the optimality of u, and ¢(0) = 0, and we can select a subsequence 7, such that
it holds u,, —* @ in M for some & € M. Due to the weak-* lower semicontinuity of j it
holds j(@) < limy,—so0 jiy, (U, ) = v(0) = j(u) with Proposition 2.27. Therefore @ is an optimal
solution for (P). If the solution is unique, the convergence of the whole sequence follows since
the argument can be repeated if we start from an arbitrary subsequence of .. ]

Furthermore, the error due to regularization can be expressed as an integral over the regu-
larization term.

Corollary 2.29. Suppose that Assumption 2.1 holds. We have the error representation
. . Y19
i) = 3(@) = o) = 0(0) = [ lie|* o

Proof. Since v is locally Lipschitz continuous on (0, c0) by Proposition 2.26, and due to v'(y) =
1/2 ||u,||* almost everywhere, we obtain for 0 < & < v that v(y) —v(e) = [Jv/'(0)do =
[21/2]|us||* do. Letting € — 0 and applying Proposition 2.27 yields the result. O

The preceding arguments were based mainly on the global optimality of the u, and little on
the concrete structure of the problem. In a convex setting, which we will address in the next
section, it is possible to show more.

2.5.3. Regularization error in the convex case

In this chapter, we will additionally assume that J is convex. Note that this is the case for a
quadratic tracking functional. Since the solution operator S was already assumed to be affine
linear, the reduced objective functional j is therefore convex, as well. This directly implies
that (P,) has a unique solution, since the reduced cost functional

. . Y
G2() =30+ 5lH*
is even strongly convex (see, e.g., [BC11, Corollary 11.8]).

Proposition 2.30. Assume that J is convex. Then, the solution u of (Py) is unique.
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2. Theoretical framework

Then we obtain the well-known result that the unique optimal solution ., depends Lip-
schitz continuously on the regularization parameter +; see also [HK06a; HK06b; JLS09; LR10;
WW11].

Proposition 2.31. Assume that J is convex. We have for all v > 0 and p > 0 that

lp =l
5

Hﬁv - ap” < HﬁpH

Proof. We insert the optimal solutions for %, and u, into the variational inequality from
Proposition 2.25 for p and -, respectively, which yields

( )7

—(Vf(up) + pp, iy — up) + th(uy) Up
(y)-

<%
—(Vf(ty) + 7y, up — y) + P(up) <9

Adding both inequalities and rearranging results in

(’Yav — PUp, Uy — ﬂp) + (Vf(ﬂv) - Vf(ﬁp), Uy — ﬂp)
= ’YHEW - apH2 + (v - ,0)(%,117 - ap) + (Vf(aw) - Vf(ap)ﬂj'y - ap) < 0.

Since f is convex, Vf: H — H is a monotone operator (see, e.g., [BC11, Proposition 17.10]),
and the last term is positive and can be dropped (for a linear quadratic tracking term as
in (2.37) we even have (V f(u,) — Vf(u,), iy — @p) = ||Sobs(iiy — up)||*). This yields

Yy — ap||2 < (p =) (Up, uy — 1p) < |p—l[wplll|ty — wpll,

and we divide by ||#y — @, to conclude the proof. O

It follows that the value function is continuously differentiable with Lipschitz continuous
derivative, which implies that (2.40) holds for all v > 0.

Proposition 2.32. Assume that J is convex. The value function v is continuously differentiable
with Lipschitz continuous second derivative. It holds

1
0 < —0"(y) < —|liy||* fory >0 almost everywhere.

Proof. Since v — 1/2|u,||? is continuous, v’ has a continuous representative. We have

1 _ 2 _ 2 1 _ — — —
/() =) = 5 (Il = [, ]1?) = 5y — o, 0y +13,)
Lo s vy =ply- - - v =0l (1= 111- _ 2
< gl = Bl + @l < Z 5Bl + apllal < =55 (12 gl + 1))

with Proposition 2.31. Dividing by |y — p|, letting p — +, and using concavity of the value
function yields the result. O

The previous structural results for the value function will be used for an asymptotic a priori

estimate of the regularization error of the functional in sections 4.5.1 and 5.4.1. Furthermore,
we will use them for an a posteriori estimate of the same error in section 6.2.
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2.5. Hilbert space regularization

2.5.4. Computation of the second derivatives

In chapter 3 we will discuss a second order optimization algorithm for the solution of (P) based
on a semismooth Newton method for the reduced cost functional j,. Therefore, we require the
gradient and second derivatives of the smooth part f(-) = J(S(+)), while the nonsmooth part
is treated differently. More precisely, we need evaluations of the Hessian at v € H in directions
du € H. The Hessian is defined as usual by

(¢, VQf(u)éu) = f"(u)(¢,0u) forall p € H,

where f” is the second derivative of f. To ensure that f is two times continuously differentiable,
we additionally assume that:

o The functional J: Y — R is twice continuously (Fréchet) differentiable.

In the general setting of section 2.1, where S: u — y is affine linear, the derivative of S is given
by S’(-) = S(-) — S(0) and by the chain rule we obtain for u € H that

Vf(u) = (8)"J(S(u))
V2 f(u)ou = (S')*J"(S(u))S (6u) for all su € H.

As usual, (S')*: Y* — H* = H denotes the adjoint of S’. We have already seen in the elliptic
and parabolic case that the gradient V f(u) can be expressed with the solution of the adjoint
equation. In the same way, for a given éu € H the Hessian product V2 f(u)éu can be expressed
with an auxiliary tangent and a second adjoint equation; see below.

A more general setting

However, in the Hilbert space setting, there is no need to restrict attention to problems with
linear state equation. The optimization algorithms we will discuss in chapter 3 are applicable
to a much larger class of optimization problems. There, we can work under the following more
general assumptions on the state equation:

o Define Uyg = domy = {ue€ H|¢(u) <oo}. For all u € U,q, the state equation
e(y,u) = 0 in W has a unique solution y = S(u) € Y. The corresponding solution
operator S: H — Y is weak to strong continuous. The operator

e(): Y xH—>W*

is twice continuously (Fréchet) differentiable on a neighborhood of Y x U,q4 and the partial
derivative

ey(y,u): Y = W*

is an isomorphism for all (y,u) € Y x U,g.
In this setting, we can still show existence of an optimal solution with the same arguments as

in Proposition 2.24. Furthermore, we can compute algorithmically useful expressions for the
gradient and the second derivative (in the sense of continuous Fréchet differentiability).

Remark 2.3. The ideas behind the following computations are well-known; cf. also [Ulbl1,
Appendix A.1]. We only sketch the derivation for the sake of completeness. We also mention that
the conditions given above are still very restrictive and fail to cover many interesting problems,
especially in a parabolic setting. However, the results of the computations below remain valid
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2. Theoretical framework

for a much larger class of problems. We also refer to Lions [Lio71], Troltzsch [Tr610b] and Ito
and Kunisch [IK08, Chapter 5] for different conditions and settings where similar results can
be derived.

We fix some @ € U,q and denote §j = S(@). There exists an open ball N (@) C H around 4,
such that the solution operator

S:N(t) =Y with e(S(u),u) =0 forue H,

is well-defined and continuously differentiable. This follows with the implicit function theorem;
see, e.g., [Die69, Theorem 10.2.1]. Since e is twice differentiable, this property transfers to
S: N(0) = Y, see, e.g., [Die69, Theorem 10.2.3]. This allows to compute the first and second
derivative of f at u. As before, we define the Lagrange function as

L(u,y,p) = J(u) = {e(y,u),p) for (u,y,p) €U XY x W.
As in sections 2.2.4 and 2.3.4, we have for any p € W that
f(u) = L(u,S(u),p) forall u e N(a).
By the chain rule it follows for arbitrary p € W and any du € H that
fl(@)(6u) = L3, (@, 9, p)(0u) + L}, (@, 5, p) (0y)

where dy = S’(4)(du) is the solution of the tangent equation, given by

(ey(9,0)(0y), ) = —(ey (9, @)(6u), p) for all p € W. (2.43)

Now, we choose p € W as the solution of the adjoint equation E; (i, 9,p) = 0, which is given
by

(6r€l (5, 2)°D) = J'(§)(p) forall p € . (2.44)

Since e;(gj, @): Y — W*is an isomorphism, the same holds for the transpose e;(gj, w)*: W —= Y™,
and p is uniquely determined. This leads to the representation

F@)(e) = L4, §,9)(p) = (e, (8, 2)(p),p) for any ¢ € H. (2.45)

Therefore it holds V f(a) = e),(9,4)*p. With this, we can again derive the result of Proposi-
tion 2.25. To obtain a representation for the second derivative, we first argue that the mapping
(u,y) — p, where p is the corresponding solution of (2.44), is continuously differentiable. Again,
this follows by the implicit function theorem. By differentiating (2.45) in direction du with the
chain rule, it follows now that

F(@) (e, 0u) = Lo, (10, 0, p) (@, 0u) + Loy (0,8, D) (0, 6y) + Loy (1, @, ) (40, 0p)
= (euu(d, 0)(, 0u), p) + (ey, (7, @) (0, 6y), B) + (en, (9, @) (), op)  (2.46)

where 0y solves the tangent equation (2.43) and dp solves the second adjoint equation

(0, €, (i), )" dp)
= JH(:’Q)((P, 5“’) - <€;u(g7 ﬁ)(¢75u)7ﬁ> - <€;y(g7 a)(¢7 5y)7ﬁ> for all pE Y. (247)
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2.5. Hilbert space regularization

We see that the gradient of f can be derived by the solution of one auxiliary equation. Similarly,
a product of the Hessian with any given vector can be computed with the help of two additional
equations. This is going to be important for the iterative solution of the linear system of the
Newton method described in chapter 3.

The same formulas can also be derived for the discrete versions of the control problems, which
will be discussed in chapter 4 and chapter 6 for the elliptic and chapter 5 for the parabolic
problem. Then, the computations are based on a discrete version of the Lagrange function.
Furthermore, in the parabolic setting we usually perform integration by parts in time to obtain
a more convenient interpretation of the expression e/y(g}, @)*; cf. section 2.3.4. For a more
detailed exposition and information on the efficient realization in the context of parabolic
equations we also refer to [BMV07; Mei08].
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3. Algorithmic framework

In this chapter we discuss the theoretical and practical aspects concerning the numerical
solution of the optimization problems considered in this thesis. The methods will be based
on a reduced cost functional and are not be specific to the convex examples discussed in
chapter 2. We employ a reformulation of the optimality system based on the normal map
(due to Robinson [Rob92]), which is different from the reformulation commonly employed in
the infinite dimensional semismooth Newton literature (cf., e.g., [HIK03; Ulbl1] or [Sta09;
HSW12] specifically for sparse control problems). In the context of variational inequalities and
generalized equations in the finite dimensional context, optimization algorithms based on the
normal map are well studied: we mention for instance the Newton-Robinson method [Rob94]
and the PATH algorithm [Ral94; DF95]. In the context of semismooth Newton methods,
reformulations based on the normal map are also known; see, e.g., [Ulb11, p. 9]. A systematic
development of an approach with the normal map, specifically for the minimization of the
reduced cost functional of problems of the type (P,), appears not to have been done yet. In
this chapter we will develop a corresponding framework. In many places we can use existing
theory: for instance, concerning the locally superlinear convergence of the semismooth Newton
method, we can apply the known results by Ulbrich [Ulb02; Ulb11], Hintermiiller, Ito, and
Kunisch [HIK03], and Schiela [Sch08]. However, differences arise in the structure of the linear
system and in the form of the iterates. For instance, in the presence of constraints, the iterates
of a method based on the normal map are admissible, whereas the standard approach generally
produces infeasible iterates.

This chapter is organized as follows. In section 3.1 we introduce some notation and concepts
from convex analysis and introduce the nonsmooth reformulation of the optimality condition
based on the normal map. The theoretical framework allows for a very general class of
minimization problems consisting of a smooth and a convex part. Section 3.2 introduces some
of the necessary theory of semismoothness and semismooth Newton methods that we will need
in the following. Here, we essentially follow [Ulb11]. Furthermore, we analyze the structure
of the Newton system and show how it can be reduced to a symmetric system. Finally, we
discuss conditions for the bounded invertibility of the Newton operator. In section 3.3, we
discuss the necessary theory of semismoothness of superposition operators that we need for
the applications discussed in chapter 2. Here, we essentially follow [Sch08]. Besides, we apply
the theory to the concrete functionals ¢ introduced in chapter 2. In particular, we verify the
assumptions made in the previous sections for the case of sparsity and directional sparsity. We
also include the classical case of box-constraints and discuss the case of directional sparsity with
positivity constraints. In section 3.4 we give details on the algorithmic realization. An iterative
solution strategy based on the method of conjugate gradients for the “symmetrized system” is
discussed. Since the semismooth Newton method is in general only locally convergent, we discuss
a globalization strategy and prove global convergence for a first order optimization scheme
based on the normal map (similar to the projected/proximal gradient method). Motivated by
that, we also introduce a heuristic globalization strategy for the semismooth Newton method
based on the reduced cost functional and the truncated conjugate gradients approach due to
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3. Algorithmic framework

Steihaug [Ste83]. Here, the reformulation with the normal map is essential. In section 3.6 we
systematically compare the normal map formulation to other common formulations. We find
that for linear quadratic, convex problems, all considered methods are similar (i.e., equivalent
under an appropriate interpretation). For problems with nonlinear state equations we explain
the differences that arise in each formulation.

3.1. Nonsmooth reformulation of the optimality condition

Let H be a separable Hilbert space (which is an appropriate L2-space in all of our applications).
We generally abbreviate the inner product in H by (-, -) and the norm by ||-||. We consider the
problem

min o (u) = f(u) + () + 2 [ul? (P3)

for a fixed parameter v > 0. Throughout this chapter we make the following general assump-
tions.

o ¢: H— RU{oo} is a convex, proper, and lower semicontinuous functional. By U,q =
domvy = {u € H | ¢(u) < oo} we denote the admissible set.

e f: H— Ris a twice continuously Fréchet-differentiable functional. It is typically of the
form f(u) = J(S(u)) for a C? functional J: Y — R, a Banach space Y, and a C? solution
operator S: H — Y; cf. section 2.5.4.

Remark 3.1. Since the optimization algorithm will only produce admissible controls, we will
only ever insert elements u € U,q into the functional f. Therefore, it is be possible to consider
functionals f that are only defined on a neighborhood of U,q4, which is important for some
applications. Here, we require f to be defined on all of H to improve readability. Besides, this
is the case for the problems from chapter 2.

In this general setting the existence of a minimizer can be proved with classical arguments.

Proposition 3.1. Let v > 0 and f and v be bounded from below. Then (P,) possesses a
minimizer u € H.

Proposition 3.2. Let Uyq = domvy = {ue€ H |(u) <oo} be a bounded subset of H.
Then (P) possesses a minimizer 4 € Uyq.

In the following, the case v = 0 is included mainly on a formal level. For most of the concrete
combinations of f and 1 considered in this thesis, problem (P,) is not well posed for v = 0,
i.e., the optimal solution cannot be found in the Hilbert space H. In the case that the optimal
solution lies in H, for instance in the presence of control constraints, it is (in principle) possible
to apply the optimization algorithms in this chapter. Most of the convergence analysis will
however only be applicable for v > 0. For convenience of notation, we abbreviate the smooth
part of the functional by

B = £+ 2L

This implies
Viy(u) =Vfu)+~yu foralluelU

As an optimality condition, we obtain the following standard result; cf. also Proposition 2.25.
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3.1. Nonsmooth reformulation of the optimality condition

Proposition 3.3. Suppose that u is a minimizer of (Py). Then we have
V£, (u) € 0().

Since the subdifferential is not easily accessible algorithmically, we will reformulate the inclu-
sion property from Proposition 3.3 as an equation. For this we introduce the proximal mapping
(alternatively called Prox-operator or proximity mapping), which is due to Moreau [Mor65].

Definition 3.1. We define the proximal map FP,: H — H of the convex functional 1 for the
constant ¢ > 0 as

Pu(q) = u = arguiin | 5 — gl + v()]. (31)

ue

Remark 3.2. Usually, the proximal map is defined for ¢ = 1 and the resulting operator is
denoted by Proxy; cf. [BC11, Definition 12.23]. The operator P, can then be obtained as the
proximal map of ¢/c, i.e., we have

L L
Po(a) = Proxyefa) = axgmin |5 — al + £ 0(@)

We prefer P, here, for convenience of notation.

Due to the simple structure of the minimization problem (3.1) it can often be solved analyti-
cally (this is the case for all concrete ¢ considered in this thesis). Furthermore, its numerical
computation can be realized in an efficient way. We recall some of the general properties
hereafter.

Proposition 3.4. The prozimal mapping (3.1) is a well defined, bounded (nonlinear) operator
P.. H— U, C H. Furthermore:

(i) For all q,u € H we have the equivalence
u=P.q) & c(q—u) e oyp(u).
(i) P. is “firmly nonexpansive”, i.e., for all q,G € H we have
1Pe(q) = Pe(@)I” < (Pe(q) — Pe(@), a — D)
(iii) P. is Lipschitz-continuous with constant one, i.e., for all q,§ € H we have
1Pe(q) = Pe(DIl < [la — -
(iv) P. is a monotone operator, i.e., for all ¢,§ € H we have
(Pe(q) = Pe(@),q— @) 2 0.
Proof. In the proofs of these standard results, which we sketch for completeness, we mainly
follow Bauschke and Combettes [BC11]. First, we see that the minimization problem in (3.1)

has a unique solution due to strong convexity of the functional

C
wrs Sllu—gl? + (u).
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Since Uyq = dom ¢ is not empty, the minimizer must lie in U,q. Property (i) follows directly from
the equivalent characterization of the minimizer of the convex problem with the subdifferential
as in Proposition 3.3; cf. [BC11, Proposition 16.34]. For properties (ii), (iii) and (iv) we take
q,q € H arbitrary. By writing out the subgradient condition (i) for v = P.(q) and u = P.(q)

we have
Qb(u) + C(q - U,ﬂ - U) S Qb(ﬂ),

(@) +c(q — a,u—a) < P(u).
Adding both inequalities, dividing by ¢ > 0, and rearranging, we obtain

12 —ull® < (¢ — ¢.u — a).

This is the firm nonexpansiveness property (ii); cf. [BC11, Proposition 12.27]. The remaining
two items are direct consequences: with Cauchy-Schwarz on the right-hand side we obtain (iii)
and due to positivity of the left-hand side we obtain (iv). O

With the help of the proximal mapping it is possible to reformulate the subdifferential
inclusion property from Proposition 3.3 as an equality. We are going to rely on the concept of
the normal map, which is due to Robinson [Rob92].

Definition 3.2. For any ¢ > 0 we define the normal map of Vf, and 1 as
G(q) = clg = Pe(q)) + V (Pe(q))- (3.2)

With the help of Proposition 3.4.(i) we see that G(q) = 0 implies the stationarity condition
from Proposition 3.3 for u = P.(q). In fact, we obtain the following result.

Proposition 3.5. Suppose that uw € H is an optimal solution of (P). Then there exists an
q € H, such that u = P.(q) and G(q) = 0. Moreover, we have

G(q) =0 & =V (P(q) € 0Y(Pe(q)).

In other words, G(q) = 0 with u = P.(q) is equivalent to the stationarity condition from
Proposition 3.5.

Proof. Let u be an optimal solution of (Py). According to Proposition 3.3, we have —V f, (u) €
0Y(u). We set

_ _ 1 _

g=u- Eva(u)
We obtain ¢(q —u) = =V f,(u) € 0y (u), which directly implies that u = P.(g) with Proposi-
tion 3.4.(i). By construction, we have that G(q) = 0. O

We will base the optimization method on finding a zero of the map G. An instructive
interpretation of this can be given as follows. Moreau’s identity (see, e.g, [BC11, Theorem
14.3]) tells us that we can always decompose a variable ¢ € H into

q=Pq) + P (q) =u+u,

where P} = Prox(y /.- is the proximal map of the convex conjugate (¢/c)*: H — RU {oco}
defined as

(/) (%) = sup | (") = = 9(w)| =~ 4" (en).

ueH
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3.2. Newton method framework

By using ¢ = u + v* as an optimization variable, we combine the primal iterate u and dual
iterate u*. It generates both the iterate u and the current candidate cu* for the subgradient of
¥. The first part of the stationarity condition, which is given by cu* € 9y (u), is always fulfilled
according to Proposition 3.4.(i). In the optimum, we additionally obtain with Proposition 3.5
that

cu* = c(q —u) = =V fy(u),
which is the second part of the stationarity condition. This is equivalent to G(gq) = 0.

The important special case

For the function space analysis of the following semismooth Newton method we will have to
suppose v > 0. In this case, we will always choose the parameter ¢ = . By this choice, the
term P, (g) cancels and we obtain

G(q) =vq+ V(P (q)). (3.3)

In this formulation, we can directly obtain the optimal ¢ as a multiple of the gradient of f in
the optimum.

Proposition 3.6. Suppose v > 0 and set ¢ =~. The optimal variable ¢ with uw = P,(q) from
Proposition 3.5 is given by

I S
q= 7Vf( ). (3.4)

In other words, we obtain the “proximal” formula
_ _ 1 _
u=Py(q) = P, *;Vf(U) ,
giving the optimal control u in terms of the proximal map of the gradient of f.

In many applications (as in chapter 2) the gradient of f can be represented in terms of the
adjoint state p = p(u) as V f(u) = B*p, where B is a bounded linear operator. In most cases,
the adjoint state p will have higher regularity than u, which results in higher regularity for ¢
due to (3.4). Moreover, we can interpret the method as operating on the variable ¢ = —1/v B*p.
This draws a parallel to the “control-reduced approach” used by, e.g., Schiela [Sch08|, where the
control is eliminated from the optimality system with the projection formula u = P,(—1/v B*p).
We will explore the similarities and differences to other reformulations used for semismooth
Newton methods in section 3.6.

3.2. Newton method framework
We will apply a Newton-type method to find a zero of the equation

G(q) =0. (3.5)
However, the proximal mapping is not differentiable in general (specifically not in the cases

considered in this thesis). Therefore, we work with the concept of semismoothness, which is a
generalization of differentiability for certain nonsmooth functions.
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3. Algorithmic framework

3.2.1. Semismoothness calculus

In the context of finite dimensional optimization, a generalized differential for locally Lipschitz
continuous functions can be derived from Clarke’s generalized Jacobian. We refer the reader
to the overview in Qi and Sun [QS99], or Ulbrich [Ulb11, Section 2.1]. The construction makes
use of Rademacher’s theorem and cannot be transferred easily to the infinite dimensional
case. In the abstract Banach space setting, we define semismoothness as a relation between
an operator F' and another object DF', the candidate for the generalized derivative. In this
section we mainly follow Ulbrich [Ulb11, Section 3.2]. Note, that in contrast to [Ulb11l] we
do not discuss multi-valued DF', mainly to simplify notation. The following approach can be
seen as the single-valued special case of the multi-valued approach (and therefore the results
from [Ulb11] are applicable in this setting). The motivation for the definition is to provide a
minimal requirement that allows to show superlinear convergence of Newton’s method.

Definition 3.3. Let Vi, V5 be Banach spaces and F': Vi — V5. Furthermore, let DF': V; —
B(Vi,V3). We say that F' is semismooth at the point v € V; with respect to DF (F is
D F-semismooth) if we have

IF (v + 6v) — F(v) — DF(v + §v)év]y; = 0.

lim ———
l5ellv, =0 [[6v]|v;
In this case, we refer to DF' as a generalized derivative/differential for F'.

For a semismooth operator equation F'(v) = 0 with boundedly invertible DF'(-), superlinear
convergence of Newton’s method can be shown.

Theorem 3.7. Suppose that we have an operator F: Vi — Va, a generalized differential
DF: Vi — B(V1,V2), and a v € Vi with

e F(v)=0,
o F is semismooth at v with respect to the generalized differential DF,

e the generalized derivatives DF () are boundedly invertible in a neighborhood Ni(v) of v
in V1 with a uniform bound

IDF(v) M vyovy <M for all v € N1(v).

Then there exists a neighborhood Nao(v) of v in Vi, such that for all vy € Na(v) the Newton
iterates vy, defined by
Uptl = Up — DF(vn)le(vn),

converge to lim,_,o v, = v. Furthermore, the convergence is superlinear, i.e., we have
[vn+1 = 0llvy < Anllvn — 0llvy

for a sequence 0 < A\, — 0 for n — oo.

Proof. Let us reproduce the proof from Hintermiiller, Ito, and Kunisch [HIK03, Theorem 1.1],
since it is short and instructive. By definition, the Newton iterates fulfill

Vpy1 — 0 = —DF(v,) "' [F(vn) — F(0) — DF(v,) (v, — 0)].
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3.2. Newton method framework

We set e, = v, — v. With the uniform bound on the inverses of DF(v,), we obtain
lentillvy < M[|F(v 4+ en) — F(v) = DF(0 + en)en|vs

for all e, € N1(v). Due to semismoothness of F' at v, by choosing eg = vy — v sufficiently small,
there exists a p € [0,1), such that

|F(®) = F(v+€) = DF (0 + €)elv, < ~=lelvs

for all e € V4 with |le]lv; < |leollv; = ||vo — 9]|vy. It follows |le1|lv, < plleollvs. Furthermore, we
obtain ||es|v; < p"|leollv; by induction. Therefore, we have v, — v for n — co. Using again
the semismoothness of F', we can choose the constant p arbitrarily small for sufficiently high n,
which is the superlinear convergence. O

Remark 3.3. The concept of pointwise semismoothness as given in Definition 3.3 requires some
caution. For any given operator F' and a given point v, it is always possible to construct a
special DF? such that F (v + dv) — F(0) — DFY(0 + dv)dv = 0 for all v € Vi (this would entail
termination of a corresponding Newton method after the first step). For algorithmic purposes,
we are interested in semismoothness with respect to a generalized differential DF which can
be chosen a priori, without knowledge of the point v.

Let us derive a suitable generalized differential for G. First, we can directly see that contin-
uously Fréchet-differentiable functions are semismooth (see [Ulbl1, Proposition 3.4]).

Proposition 3.8. Let IF': Vi — Vb be continuously differentiable. Then I is semismooth for
all v € Vi with generalized derivative DF = F’', where F' is the Fréchet derivative.

Furthermore, we have the following chain rule (see [Ulb11, Proposition 3.8]).

Proposition 3.9. Let Fy: Vi3 — Vo be semismooth at v1 with generalized differential DF} and
let Fy: Vo — V3 be semismooth at vy = Fi(v1) with generalized differential DF,. Furthermore,
let Fy be Lipschitz continuous at v1 and let the generalized derivatives DFy be uniformly bounded
near vy. Then, the composition F = Fy o Fy: Vi — V3 is semismooth at vi with generalized
derivative DF' defined as DF(v) = DFy(Fy(v))DFy(v) forv € V.

Our goal is to apply this chain rule with Fy = P. and F, = V f to construct a generalized
differential for Vf o P,, which appears in the definition of G. The nontrivial aspect is to
find a suitable generalized derivative DP,: H — B(H) for P.. It is well known that, in the
infinite dimensional context, we cannot expect semismoothness of P., when regarded as an
operator from H to H (we will see this in section 3.3.1). In the concrete examples discussed
in section 3.3, which are superposition operators, we have to impose a norm gap between the
image and preimage space. For now, we formulate this as the following general assumption.

Assumption 3.1. Suppose that there exists a Banach space Hg,, C H, which is continuously
embedded in H, and a generalized derivative DP.: H — B(H) such that P., when regarded as
an operator Hg,, — H, is semismooth with respect to DP,.. In other words, we have for all
q € Hgyp that

HPc(q =+ 5Q) - PC(Q) - DPc(q + 5Q)6QH = 0.

lim ——
18all 71,0 (10| Ho,

sub
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3. Algorithmic framework

The construction of DP, and the appropriate choice of Hg,p, are discussed in section 3.3.2 in
the context of concrete examples. The important aspect of Assumption 3.1 is that we can infer
semismoothness of G with respect to the canonical candidate for the generalized derivative.

Proposition 3.10. Suppose that Assumption 3.1 holds. Then G, when regarded as an operator
G: Hgu, — H is semismooth for all ¢ € Hgy, with the generalized derivative

DG(q) = ¢(Id —=DP.(q)) + V2 £, (P:(q))DP.(q).

Proof. We apply the chain rule from Proposition 3.9 to V f, o P.. For that, recall that F. is
Lipschitz continuous and the derivatives V2f(-) are uniformly bounded near u = P.(q) due to
continuous Fréchet differentiability. Furthermore, it is clear from the definition that sums of
semismooth functions are semismooth with respect to the canonical generalized derivative. [

To be able to apply Theorem 3.7 we would have to suppose that DG (-)™': H — Hgyp,, which
is an unrealistic assumption for any nontrivial subspace Hgyp C H, as we will see in section 3.2.2.
In fact, it is clearly violated in most cases. Consider, e.g., the trivial case f,1 = 0, where we
obtain DG(-) = vId.

The important special case

For the superlinear convergence proof it will be essential to require v > 0. Consequently, we
choose ¢ = 7. Recall that now, G simplifies to

G(q) = vq+ Vf(Py(q)).

Since P, appears here only behind V f, we can get rid of the norm gap for the semismoothness
property of G by imposing a smoothing condition on V f.

Assumption 3.2. Let Hg,, C H be the subspace from Assumption 3.1. We assume that
Vf(H) C Hgyp, and that V f is also continuously Fréchet-differentiable as an operator Vf: H —
Hsub‘

Proposition 3.11. Suppose that c = v > 0 and that Assumptions 3.1 and 3.2 hold. Then G

can be regarded as an operator G: Hgy, — Hgyuh, which is semismooth for all ¢ € Hgyy with the
generalized derivative

DG(q) = y1d+V2f(P,(0)DP;(q)-

Proof. We apply again Proposition 3.9 to F} = Py: Hgy, — H and F> =V f: H — Hgy,. [

To apply Theorem 3.7, we need to discuss invertibility of the Newton matrices DG(-), which
we will address in the next section.
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3.2. Newton method framework

3.2.2. Newton system and quadratic model

In the following we will consider the Newton update equation based on the reformulation (3.2),
i.e., the solvability of the linear equation

DG(q) 6g = —G(q) (3.6)

for the Newton update dq. The operator DG(q) is generally not symmetric, which is typical
for semismooth Newton methods. However, solving the linear equation (3.6) can be reduced to
the solution of a symmetric system. To this purpose we need to introduce some notation and
concepts.

First, we are going to formulate some additional hypotheses on the generalized differential
DP. of the proximal map P., which will be fulfilled for all concrete examples; see section 3.3.2.

Assumption 3.3. For all ¢ € H the generalized derivative DP.(q): H — H has the properties:
(i) DP.(q) is a bounded operator on H with |DP.(q)||g—m < 1.
(ii) DP.(q) is a positive semidefinite operator, i.e., (DP.(q)dq,dq) > 0 for all éq € H.
(iii) DP.(q) is a self adjoint operator, i.e., DP.(q)* = DP.(q).

Let us give some motivation for these assumptions. Recall that P, is monotone and Lipschitz
continuous with constant one; see Proposition 3.4. If the directional derivative of P. at ¢ € H
in direction dq exists, we obtain directly that (dP.(¢;0q),0q) > 0 and [|[dP.(¢;dq)| < ||0g]-
Moreover, the generalized derivative DP, is related to the second derivatives of the convex
functional ¢. Consider (for simplicity) the case where v is twice differentiable at the point
u = P.(q). With the implicit function theorem it follows that P, is differentiable at ¢ and
we have the identity V29 (u) = ¢(VP.(q)~! —Id). This implies that VP.(g) is a symmetric
operator. We will not go into further detail here. In the following, Assumption 3.3 is regarded
as a restriction on the choice of the generalized differential, which will be verified for each of
the concrete examples.

Remark 3.4. For the semismoothness concept in finite dimensions, where the canonical candidate
for the generalized differential is derived from Clarke’s generalized Jacobian in a systematic way,
all of these assumptions can be proven as theorems; see Milzarek [Mill5]. There, the generalized
derivative of the proximal map can be related to a generalized Hessian; see [HUSN84| for a
definition. Specifically, if P. is differentiable at the point ¢ it holds VP.(q) = ¢ — 1/¢ V?¥,.(q),
where ¥,(q) = ¢/2||P.(q) — q||*> + ¥(P:(q)) is the Moreau envelope of . This follows with the
help of the well-known formula V¥.(q) = ¢(q — P.(q)); see, e.g., [BC11, Proposition 12.29].
Since the generalized differential DFP, is derived from VP, (which exists almost everywhere),
the properties from Assumption 3.3 can be shown. We remark that, if a generalized differential
for a superposition operator is derived from the finite dimensional one via superposition, the
properties from Assumption 3.3 transfer, as we will see in section 3.3.

We briefly sketch the idea behind the computation of the Newton update before giving a
detailed rigorous argument below. Therefore, we fix a ¢ € H and abbreviate

T = DP.(q)

for convenience of notation. Furthermore we denote u = P.(q). As discussed in the previous
section we consider for (3.2) the generalized derivative given by

DG(q) = c(Id —~T) + V2f, (u)T

=cld+ (VQfV(u) - cId) T. (3.7)
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3. Algorithmic framework

Note, that DG(q) is in general not a symmetric operator. However, if we multiply the Newton
system (3.6) by the self-adjoint operator T = DP,.(q) from the left, we obtain the system

TDG(q) 6 = —TG(q), (3.8)
where the symmetric operator on the left-hand side is given by
TDG(q) = ¢ (T = T2) + TV2f, (w)T.

Note, that the equation (3.8) corresponds to the stationarity condition for the quadratic
problem
. 1
min Qq(v) = (T'G(q),v) + =(v,TDG(q)v)
vEHT 2 <39)

— (G(q), Tv) + %(TU, V2£, (u)Tv) + g(Tv, (Id —T)v).

We will see that, under some conditions to be specified below, we can solve (3.8) for a §g in
an appropriate space Hp (which still guarantees T6¢ € H). We then observe that it holds
T6q = Tdq. By taking another look at the full equation (3.6) we derive the representation for
the full Newton step dq as

5q = —% [(V2,(u) - e1d) Tog + G(g)] (3.10)

Let us make the meaning of (3.8) and (3.10) precise in the following. To discuss solvability
for 6¢, we now introduce the previously mentioned solution space Hr = Hpp,(,)- Let us first
recall that for the bounded, self-adjoint operator T" we have the equalities

KerT = (RanT)* and RanT = (KerT)',

linking the range and the kernel of T'. In general, T' = DP.(q) will have a nontrivial kernel
and its range will not be closed; cf. the discussion in the context of concrete examples in
section 3.3.2. We proceed to define the space Hp as the Hilbert space induced by the inner
product derived from the symmetric operator T

Definition 3.4. Define the symmetric and positive semi-definite form (-,-)7 = (-,7"-) and the
associated seminorm ||-||7 = /(-,)r. The space Hr is given as

7~ Il
_(H
Hr = ( /Ker T) )
which is the closure of the quotient space #/KerT w.r.t. the T-norm.

Proposition 3.12. The bilinear form (-,-)r, extended in the canonical way to the quotient
space H/KerT, is symmetric and positive definite. ||-||7 is a norm on #/KerT. Consequently, Hr,
endowed with the inner product (-,-)r, is a Hilbert space.

Proposition 3.13. The operatorT: H — H extends in a natural way to an operator T : Hp —
H (denoted with the same symbol), such that

Ty <1 and T(v+KerT)=Tv forallve H.

The elementary proofs of these results are given in Appendix A.2.

By Proposition 3.13, the Newton operator DG(q) can be also considered as an operator
from Hyp to itself, which is now self-adjoint. The same holds if we regard it as an operator on
the space of equivalence classes #/KerT or the orthogonal complement (Ker T')*. The proof of
invertibility and the practical solution strategy will be based on this observation. Next, we
discuss conditions under which the operator DG(q) is invertible.
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3.2.3. Invertibility of the Newton operator

With these technical prerequisites we can discuss solvability of the Newton equation. We
consider DG(q) as given in (3.7), abbreviate T'= DP,.(q), and suppose that Assumption 3.3
holds for all ¢ € H. Note that a uniform bound on the norm of the inverses DG(-)~! is needed
to show convergence of the semismooth Newton method with Theorem 3.7. Therefore, it is
important to explicitly mark the dependency on the point ¢ € H in the following estimates.

The convex case

Let us assume first that f is given by

1
Fw) = 5118w~ vall?

for some linear bounded operator S: H — Y, mapping from H to the Hilbert space Y. The
Hessian of f is therefore given as V2f(u) = S*S for all u € H, where S*: Y — H is the
Hilbert-space adjoint of S. More generally, we can consider

f(u) = J(Su)

for a convex C? functional J: Y — R. Then, the Hessian is given by V2f(u) = S*J"(Su)S
for all w € H. The important observation is that in this case, the functional f is convex and
therefore the Hessian V2f(-) is positive semidefinite. If we suppose additionally that v > 0,
the Hessian V2, () = v+ V2 f(-) is even positive definite. Under these conditions, the Newton
operator (3.7) is invertible for any ¢ € H. To make the invertibility useful in the context of
Theorem 3.7 and Proposition 3.11 we need to work with the subspace Hg,}, from Assumption 3.2.
Since V f is assumed to be Fréchet differentiable as an operator from H to Hgy,p, the Hessian
of f has a smoothing property, i.e., it can be regarded as an operator

V2f(u): H — Hgy,.
With this observation, we obtain the following result.

Lemma 3.14. Assume that f is convex and that ¢ = ~v > 0. Furthermore, suppose that
Assumption 3.2 holds. Then, for all ¢ € H the Newton operator DG(q): H — H as given
in (3.7) is boundedly invertible. Furthermore, we have DG(q) ™' (Hgup) C Hgup with the estimate

- 1 1
IDG(@) ity < = (14 2 IV -1, ) (311
where u = P, (q).

Proof. We consider the Newton equation DG(q)v = r for a general right hand side r € H.
Since we have ¢ = =y, the Newton operator has the structure

DG(q) = y1d +V? f(u)T.
The auxiliary step is determined by solving

TDG(q)0 = [y + TV f(u)T)| & = Tr. (3.12)
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Again, this is equivalent to the minimization of the quadratic functional (3.9) or the variational
formulation (-, DG(q)?); = (-,7)p. Now, with respect to the Hilbert space Hy, we clearly have
continuity and coercivity of the left hand side, i.e., it holds

yw| < y(w, w)p + (Tw, V2 f(u)Tw) = (w,DG(q)w), for all w € H,

which is a consequence of the convexity of f. Furthermore the right-hand side is continuous,
i.e., we have
(r,w)p < [Irflzlwlle < [[rfllwllz for all w € H.

Therefore, by the Riesz representation theorem, equation (3.12) admits a unique solution
0 € Hp with the estimate ||0]/7 < ||r||/. To obtain the full solution of DG(q)v = r, we set

1
v=—(r—V*f(uw)Tv). 3.13
= (w)T') (3.13)
Here we have used that 70 € H with Proposition 3.13. By reordering equation (3.12) we see
directly that 7o = 1/ (Tr — TV?f(u)T%). Comparing this with (3.13) immediately shows
Tv = T0. Therefore v solves DG(q)v = r. Supposing additionally that r € Hgyy,, we directly
obtain v € Hgyp, from (3.13). The corresponding estimate (3.11) is obvious. O

Remark 3.5. i) If we suppose that f is quadratic, the Hessian V2 f is independent of the point
u. Consequently, the bound (3.11) on the inverse of DG(q) is independent of q.

ii) If we omit in Lemma 3.14 the requirement ¢ = v and the smoothing property, we can still
show invertibility of DG(q) in the sense of an operator on H. However, such a result will not
be sufficient for the analysis of the semismooth Newton method, in general.

The nonconvex case

For general functionals f we cannot expect V2 f(u) to be a positive semidefinite operator, which
we used in Lemma 3.14 in a central way. In this case, we impose an a priori assumption on
the coercivity of V2f,(u) = v+ V?f(u). We will formulate an assumption that allows us to
directly carry over the result of Lemma 3.14.

Lemma 3.15. Suppose that ¢ = v > 0 and that Assumption 3.2 holds. Furthermore assume
that for a specific ¢ € H and the corresponding u = P,(q) there exists a constant v > 0 such
that

(v, DG(q)v)r = Y(v,v)7 + (v, VEf(u)Tv)r > v(v,v)r for all v € H. (3.14)

Then the Newton operator DG(q) as given in (3.7) is boundedly invertible. Furthermore, we
have DG(q) ™' (Hgup) C Hgup with the estimate

_ 1 1
IDG@) it < = (145 IV S @l ) (3.19

To ensure that this result is applicable in the context of Theorem 3.7, the constant v in
Lemma 3.15 needs to be bounded independently of the point ¢. To guarantee this for a
neighborhood of a stationary point, we can, for instance, require a stronger second order
condition in this point.
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Proposition 3.16. Suppose that c = > 0 and that Assumption 3.2 holds. Assume that for a
g € H and the corresponding u = Py(q) there exists a constant 0 < v <y such that

(v, V2f, (a)v) > v(v,v) for allv € H.

Then there exists a neighborhood N'(q) in H such that for all ¢ € N'(q) the property (3.14) holds
with v = v/2. Consequently, the result of Lemma 3.15 holds with

_ 1 2 -
HDG(q) 1HHsub_>Hsub S - (1 + ~ Sup HVQf(P’Y(q))‘H_)Hmﬂ))
v Y qeN(a)

for all g € N(q).

Proof. We need to verify (3.14). By continuity of V?£,(-), we find an open ball N'(i) in H
around u, such that for any u € N'(u) it holds

(v,v) forallve H.

RN

(v, V2f7(u)v) = (v, VQf(u)v) +v(v,v) >

We define the neighborhood of ¢ as N(q) = { ¢+ (u—u) | u € N(u) }. Using the Lipschitz
continuity (with constant one) of P,, it is easy to verify that Py(N(g)) € NM(ua). For any
q € N(q), we compute

v

v
(To.T0) = S (0. 0)r + (7= 5 ) ((0,0)r = (Te,Tv))
for all v € H, using the uniform coercivity of V2f,(-) from before. Since T is a symmetric,
positive semidefinite operator with norm bound one we have (Tv,Tv) < (v,v)p for all v € H.
Together with v > /2, the last term in the previous estimate is positive and we conclude the
proof. O

Remark 3.6. The sufficient condition from Proposition 3.16 is not necessary for the result of
Lemma 3.15 (for instance, coercivity of V2 £, () is also required to hold on the kernel of T'). It
would we desirable to obtain second order sufficient conditions in the optimal solutions which
are as close as possible to verifiable second order necessary conditions (see, e.g., [CHW12b]
for a sparse control problem) and to derive the coercivity conditions (3.14) from them. For a
control constrained problem, such an analysis can be found in [Ulb11, Section 4.3].

3.3. Superposition operators
In many examples (specifically, in all of the examples considered in this thesis), the variable

u can be understood as a vector valued function u: 2 — H for a bounded domain £ and a
separable Hilbert space H, and the convex functional ¢ can be written in the form

U = [ du(a)) da (3.16)

with a convex, proper and lower semicontinuous functional 7,2: H - RU { o0 }. Consequently,
the Hilbert space H is chosen as H = L?(f2, H) and we have

(o) = [ @) v@)gde, [l = [ [u@)] do
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for all v,u € H. The integration in (3.16) is to be understood with respect to the Lebesgue-
Bochner integral for the vector-valued function u. In fact, ¥ as in (3.16) is well defined, since
|£2] is finite (see [BC11, Proposition 9.32]). In this case, the computation of the proximal map
of 9 can be reduced to the computation of the proximal map of ¢ in H.

Proposition 3.17. The proximal map of the functional v is given by the pointwise superposition
operator
P.(q)(x) = P.(q(x))  almost everywhere, (3.17)

where P.: H — H s the proximal map ofzﬂ in H.
Proof. According to the definition, we have to minimize the functional

ues [ Slute) - ata)

to find u = P.(q). It is clear that this is equivalent to minimizing the expression under the
integral in a pointwise fashion, which leads to (3.17), since

%I + (u(z)) de

argmin | £~ g(a) [}, + ()| = Pula(o)). 0

ueH
More generally, we can also consider the case where @ZA) additionally depends on x € (2 where

Y is given as
= | dla,u@) do

However, in the extended real valued setting, the question whether for a given 1[): 2 xH—
RU{ 400 } the functional 1) as above is well-defined, convex, proper, and lower semicontinuous
is more delicate. On this issue, we refer for instance to Rockafellar [Roc68; Roc71] and the
references therein. Since for most of the problems under consideration here 1& is independent of
x, we do not go into further detail. We only mention that for the case of box-constraints (with
measurable constraints) or for a weighted L! norm as in section 2.2.3 the questions above can
be answered directly and we can derive an analogous result as in Proposition 3.17.

3.3.1. Semismoothness of superposition operators

In this section, we will describe how semismoothness of proximal maps represented by pointwise
superposition operators can be reduced to semismoothness of the underlying pointwise proximal
map P,. Here, we can apply known general results; see Ulbrich [Ulb11, Section 3.3.3] or
Schiela [Sch08]. For completeness, we are going to reproduce the subset of the theory given
in [Sch08] that we need for the discussion of the concrete examples.

Let us first consider a general problem setting for a superposition operator F', induced
by the pointwise operator F. Later, we are going to apply the results with £ = P. and
F = P.. However, for the next results, the special construction of P.asa proximal mapping
on a Hilbert space will not be of particular importance. Assume that for two given separable
Banach spaces V1, Vo, where V; is continuously embedded into V5, the operator Fis given as
an operator F: 2 x Vi = Vi, which is measurable in the first argument and continuous in the
second (i.e., Fisa Carathéodory function). Now, we define the superposition operator (or
Nemyckii-operator) F' by R

F(g)(x) = F(a,q(x)).
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Due to the Carathéodory property, F' maps measurable functions from (2 to V; to measurable
functions from {2 to V5. Furthermore, we assume that we have a (pointwise) generalized
differential DE': 2 x V; — B(V1, V). To construct a generalized differential for F', we will
consider the superposition R

DF(q)(x) = DE(z, q(x)).

We have to explain why DF maps measurable functions to measurable functions. Since we
cannot assume DF to be continuous in the second argument (as will become obvious in sec-
tion 3.3.2), we follow [Sch08] and require DE" to be a Baire-Carathéodory function (cf. [AZ08]),
i.e., a function which can be represented as a pointwise limit of Carathéodory functions. For
this, we recall that DF can be alternatively considered as a function of three arguments

DE: 2 x Vi x Vi — Vs, (z,4,64) — DF(x,§)dd,

which is linear in the third argument. As motivated before, we now require that DF(J:, 4,6q) =
limg_s oo Dﬁ’k(x,(j, dG) for all ¢,d¢ € Vi and almost all = € §2, where the DE* are measurable
in the first and continuous in the second and third argument. Since pointwise limits of
measurable functions are measurable, this property guarantees that the superposition of DF
maps measurable to measurable functions. Now, we fix the general assumptions on DF for the
rest of this section.

Assumption 3.4. Assume that F' is Carathéodory and uniformly Lipschitz continuous in
the second argument. Assume further that there exists a DF': 2 x Vi — B(Vi, V) which is
Baire-Carathéodory with the following properties:

e The values Dﬁ'(x, 4) are uniformly bounded in B(V;, V3) for all ¢ € V4 and x € (2.
o F(z,-): Vi = Vj is semismooth w.r.t. DF(z, ) for all z € £2.

Due to Lipschitz continuity of F in the second argument, the superposition operator
F: LP(2,V1) = L'(2,Ve),  F(q)(z) = F(z,q(x))

is well defined for 1 < r < p < oco. For this, we verify that F fullfills the growth bound
|E'(z,4)|lvy, < 1+ c2]|qllv, for = € 2. The goal is to show semismoothness of F' w.r.t. the
generalized differential given by the superposition operator

A

DF: LP(2, V) — B(LP(2, V1), L"(2,V3)), DF(q)(x) = DE(z, q(x))

for any 7 < p. Note that DF is well defined for every r < p due to |DF(x,§)dq|v, < cs]dd]lv,
for x € £2. We start by defining the following function.

Definition 3.5. Fix a ¢* € LP(£2,V7). We define the “pointwise Newton residual” at ¢* as

R*(z,q) = {dq—f()ll [£(@) — P(g"(2)) - DE(@) (@ — *(2)] ::j £ ¢ (@),

for ¢ € V1 and z € {2 almost everywhere.

We can verify the following properties of R*.

Proposition 3.18. Suppose that Assumption 3.4 holds and let ¢* € LP(§2, V) arbitrary.

o1



3. Algorithmic framework

(i) R*(x,-) is continuous at § = ¢*(x) for almost all x € £2.
(i) The superposition operator induced by R*, given by
RY@)(x) = R(xq@), LM, Vi) = L(2,V5)
is well defined for any 1 < s < oco.
Proof. Property (i) follows directly from the semismoothness of F wrt. DF as in Assump-
tion 3.4. By the Carathéodory and Baire-Carathéodory assumptions on £’ and DF', measurabil-
ity of R*(q) for measurable ¢ is clear (since quotients of measurable functions are measurable).

For the mapping property (ii), we further combine the uniform Lipschitz continuity of F and
the boundedness of DF' from Assumption 3.4 to obtain

1E(a(2)) = F(g*(@))llve + IDE(a(x))(a(2) — ¢ (2))lhe < (e2 +e3)llalz) — " (@)llvs

for any g € LP(£2,V}) and z € {2 (almost everywhere). Thus, we have verified (ii) for s = oo.
The case s < oo is a direct consequence of Holder’s inequality. O

The semismoothness of F' w.r.t. DF will be derived with the help of a norm-continuity result
of R*. Below, we give the relevant special case of Lemma 3.1 in [Sch08].

Lemma 3.19 ([Sch08, Lemma 3.1]). Under Assumption 3.4, the superposition operator R*
R*: LP(02, V1) — L*(2, V)
s norm-continuous at the point ¢ = q* for any s < co.

Proof. We give the proof, since it is elementary in this specific situation. Recall that R*(¢*) =0
by definition. Assume that ¢, — ¢* in LP(£2,V7) for n — oco. We define the functions
rn € L>®(12) as

ra(®) = ||[R(qn) (@)
By Proposition 3.18.(i), , converges to zero pointwise almost everywhere in 2. Furthermore,
it is positive and bounded by (c2 + ¢3)® as in the proof of Proposition 3.18. Now, we apply
Lebesgue’s dominated convergence theorem to see that ||R*(gn) ()| s(02,v5) — 0. O

It is noteworthy, that the case s = oo is not included in Lemma 3.19. This is the main reason
for the so called “norm gap” in the following theorem (see also [Ulb11, Theorem 3.49]).

Theorem 3.20 ([Sch08, Theorem 3.3]). Under Assumption 3.4, for any ¢* € LP(£2,V1) the
operator F': LP(§2,V1) — L"(02,Va) is semismooth at ¢* w.r.t. DF for any 1 <r < p < co.

Proof. We include the proof for the sake of completeness. By construction, it holds that

F(g)(x) — F(¢")(x) — DF(q)(z) (¢(z) — ¢"(x)) = R*()(z) l¢(x) — ¢" () Inx

for z € {2 almost everywhere. Taking the L"({2,V2) norm, we obtain with Holder’s inequality
on the right-hand side that

1/r
1F(0) = F(a™) = DF @)~ st = ([ IR @@ lat) = g (@)1, o

<R (Dles2v)lg = ¢ llren)
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3.3. Superposition operators

for 1 < s < oo given by 1/r = 1/s +1/p. Since |R*(q)|l1s(2,v5) — 0 for lg — ¢ zr(2,11) = 0
with Lemma 3.19, we obtain with dg = ¢ — ¢* that

1

57\\1’@* +0q) — F(q¢") = DF(q¢" 4 6¢)0q]| Lr(0,v5) — O,
16q|l Lo (2,v7)

for ¢ — 0, which concludes the proof. O

In the following we will analyze several proximal maps with the help of this theorem and
we will have to verify Assumption 3.4 in each concrete setting. Note, that global Lipschitz
continuity is always fulfilled for proximal maps; cf. Proposition 3.4. Uniform boundedness of the
values of DP,(-) is also natural in this setting; cf. Assumption 3.3.(i). The only nontrivial part
will be to verify the pointwise semismoothness, which then enables us to show semismoothness
of

P.: Hyy, = LP(2, Hyy) — H = L*(2, H)
for p > 2 with respect to an algorithmically useful DP,.

Let us further point out that the assumptions on D P, from section 3.2.2, which were needed
for the invertibility of the Newton system, follow from the respective assumptions on the
pointwise proximal map.

Proposition 3.21. Suppose that for a Baire-Carathéodory function DP: OxH — B(fl, f[) the
pointwise operator Dp(x, q): H—-H fulfills Assumption 3.3 for every x € §2 and § € H (i.e.,
DP(z,q) is symmetric, positive semidefinite, and |[DP(x, Dl g_p < 1). Then the superposition
DP: H — B(H,H) on H = L(2, H) fulfills the same assumption.

Proof. 1t is straightforward to verify that the superposition operator is symmetric and positive
definite. The norm bound is a consequence of Holder’s inequality, i.e.,

IDP@dal* = [ (DP(r.q(@)sa())" de < sup|DP(w. @) [ o6 dr. O

3.3.2. Concrete examples

Of course, the construction of the algorithm hinges upon the easy (or at least computationally
efficient) practical realization of the proximal map. Unfortunately, the proximal map does
not in general admit a closed form representation. However, for the concrete 1 considered
here, we can always derive explicit formulas. Furthermore, is necessary that we find an
appropriate generalized derivative, which is in general not an automatic process but requires
some mathematical analysis. In the following we discuss the special cases that are considered in
this thesis. We give the concrete formulas for the proximal maps, discuss possible generalized
differentials and point out the concrete choices of the space Hgyp, in each case. Moreover, we
give concrete interpretations of the spaces Hpp,(4), which were introduced to solve the Newton
system in section 3.2.2.
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3. Algorithmic framework

Box constraints

In the case of box constraints we have an admissible set given by
Usa = {u € L*(2) | ug < u < up almost everywhere },

where wug, up € L>°(£2) are given lower and upper bounds with u, < up. Historically, the theory
of semismooth Newton methods in Banach spaces has been shaped by this example (see, e.g.,
Ulbrich [Ulb02], Hintermiiller, Ito, and Kunisch [HIK03], or Ito and Kunisch [IK04]). To put it
in the context of the given framework, we set

0 if u € Uy,

oo else.

P(u) =Ty, (v) = {

The Hilbert space is chosen as H = L?(f2). It is easy to see that the proximal map is given by
the projection onto the admissible set

q(z)  if ua(z) < q(x) < up(w),
P.(q) = Paa(q), where Pyq(q)(z) = Quq(x) if () < ug(z),
up(z) if g(x) > up(x),
for all z € {2. In the following, we will mostly suppress the dependence on the spatial variable

x where no ambiguity arises. In this notation, the directional derivatives are easily computed
as

0q where u, < q < up,
0 where g < ug or q > uy,
dPaa(g,0q) = q . ‘
0q where ¢ = uq,
—0q~ where ¢ = wuy.
Here, (1) = max(0,-) and (-)~ = — min(0, -) denote the positive and negative part, respectively.

We denote the active and strongly active set at ¢ € H respectively by

A(q) ={z € 2| q(z) < uy(x) or g(x) > up(x) },
A*(q) ={z € 2] q(x) < ua(x) or g() > up(z) }.

We observe that the directional derivative is linear under the supposition that the “ambiguous’
set A(q) \ A°(¢) = {q=wu, or ¢ =up } has Lebesgue measure zero. To obtain a suitable
generalized differential, we have to modify the directional derivative on this set. As candidates
for the generalized derivative, usually a choice of

I

6qg  where u, < g < up,
DP.q(q)0g=1<}0 where ¢ < ug or q¢ > up,
ddq where g = u, or q = uy,

for different d is considered. Note, that DP,.(q) is a pointwise multiplication operator. Therefore,
with a slight abuse of notation, we can also specify it in the form

1 where u, < q < up,
DP,i(q) = ¢ 0 where q < uq or ¢ > up,

d where q = uy or ¢ = up.
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3.3. Superposition operators

In [HIKO3] a constant choice of d € R arbitrary is considered. The construction in [Ulbl11,
Section 3.3.2] yields an arbitrary d € L>(A(q) \ A°(¢)) which fulfills 0 < d(z) < 1 for almost
all z € A(q) \ A°(q). There is no difference in the superlinear convergence theory that can
be developed based on either choice. However, from the point of view of Assumption 3.3 the
restriction 0 < d(z) < 1 is important. We will usually prefer the choice of DP, as the indicator
function of the inactive set Z(q) = {2\ A(q) for convenience of notation. We set

1 where u, < q < up,

DPad(Q) = XZ(q) = {0 otherwise.

It is easy to see that this construction fulfills Assumption 3.4, which yields the well-known
semismoothness of Poq: Hyy, = L"(£2) — H = L?(02) for any r > 2 with respect to any DP,q
as considered before; see [HIK03; Ulb11]. We will not go into further detail here, since this
is well-established. Furthermore, the verification of Assumption 3.3 is trivial in this case (i.e.,
DP,q = Xx1(q) is a symmetric, positive semidefinite operator on H = L?(£2) with norm bound
one).

Let us mention that here the space Hpp,(q) is isometrically isomorphic to L?(Z(q)), which is
the canonical restriction of L2(§2) to the current inactive set Z(g). This follows from

KerDP.(q) = {u € L*(02) | xz(ou =0} = L*(2\ Z(q))

and the identification

L(0)

Hpp.(g) = 120\ T(q) = L)

In this case the quotient space is closed w.r.t. the x7(;)-norm. Therefore, the proof of invertibility
of the Newton operator as given in Lemma 3.14 has the following interpretation: on the inactive
sets, the Newton system corresponds to a linear quadratic problem, which can be solved using
the strong convexity. Then an expression for the update on the active sets can be derived with
a pointwise formula. This interpretation corresponds to the usual strategy to prove invertibility
of the in the context of semismooth Newton or active set methods.

Sparsity

A nonsmooth reformulation for sparse optimal control problems in conjunction with semismooth
Newton methods was first discussed in Stadler [Sta09]. For sparse optimal control problems,
we have

v = allull i) = [ afu(@)]dz.

Here, the Hilbert space is chosen as H = L?(f2). Let us compute the proximal map with
Proposition 3.17. To find the pointwise proximal map 4 = ]Sc(cj), we have to minimize the
one-dimensional functional c

iy (- 4)* + aldl.

It is easy to see that the optimality condition, given by c¢(§ — @) € «ad|d| is equivalent to
@ = 0if || < a/c, and @ = § — sgn(§) o/c otherwise. The solution is therefore given by
PG) = 1/c(c—a/|g)T ¢ = (¢ — a/e)t — (G + a/c)”. Recall that ()7 = max(0,-) and
(-)” = —min(0, -) denote the positive and negative part, respectively. The operator

Shrinka/c(@) = (Cj - Q/C)+ - ((j + CV/C)_
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3. Algorithmic framework

is sometimes referred to as the “soft-shrinkage” operator for the parameter a/c. Thereby, the
proximal mapping of ¥ in H is given as the superposition

q— a/c where q > a/c,
Pe(q) = shrink,/.(q) = { ¢ + a/c where ¢ < —a/c,

0 otherwise.

Similar to the case of box constraints, a generalized derivative can be given by the indicator
function of the inactive set

1 where |g| > a/c,

DPe(q) = Xz(q) = {0 otherwise,

which is the superposition of Dpc(Q) = X{l|gl>a/c}- The verification of the pointwise semis-
moothness and the conditions on the generalized derivative (Assumption 3.3) is the same as in
the previous case of box-constraints; we choose Hgy, = L"(§2) for some r > 2.

Directional sparsity

The concept of “directional sparsity” and a semismooth Newton method for a corresponding
optimal control formulation were first discussed in Herzog, Stadler, and Wachsmuth [HSW12].
In this case, we consider

0w = allull o) = [ allu@lea da.

where I = (0,7) is a time interval and (2 is a bounded domain. Here, we choose the Hilbert
space as H = L?(£2, L?(I)) = L*(I x £2). In this setting, we think of the pointwise evaluation
of a function u € H at the point z as the function u(z) € L*(I) = H. Again, we can reduce
the computation of P. to the minimization of

~ C~ A2 ~
e

for a given § € H. 1t is clear that @ must either be zero, or a positive scalar multiple of §.
More specifically, if @ is not equal to zero, it follows from the first order conditions that

0=c(i@—q) + (at)/la

q = (c+a/la

g)ﬁ—c@.

Taking the H norm, we obtain ¢||é g ta=clq
4|l ; — a/c. Since |4l ; < 0 is not possible, we must have % = 0 in the case [|¢
we obtain ¢ P.(§) = ¢t = (¢ — a/||§
“stripe-wise” soft-shrinkage operator

Pa)(&) = - (e~ a/ Ja(a)

for x € {2 almost everywhere.

- This directly yields the formula [|d]| 5, =
i < a/c,and

7). By Proposition 3.17, P, is therefore given by the

)" gq(x) (3.18)

H

The directional derivative of the pointwise proximal map can be easily computed as

~ ~ 4,00) 7 ~ . ~
(e~ a/ldll )" 6a+ e a it laly > afe
L 1 . o o
dPC(q7 5q> = E a(ﬁ]é”?}[ g if ||q ig= OZ/C and (qa(SQ)f{ > 0,
H
0 else.
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3.3. Superposition operators

Again, it is nonlinear in 64 only in the “ambiguous” case where ||§
generalized derivative, a possible choice is given by

- 1{(c—a/uq
q

4 = o/c. For the pointwise

N 4,0G) ;7 A . A
) hog+ 8 g g g

113
Talr%,

0, else.

a > alc,

C

Note that in this case, the generalized derivative cannot be solely understood as a pointwise
multiplication. We can write the corresponding linear operator schematically as

5y _ XUldllg>a/c} . a

DP(§) = == | (e = a/lldllg) " + @@ d ) (3.19)
¢ g i

where (§® §)(-) = (4, -) g q is the rank-one product of § with itself. We can show semismooth-

ness of P, with the help of the general framework. It is a slight generalization of the result

given in [HSW12, Lemma 3.2] (where r > 6 is required).

Lemma 3.22. The prozimal mapping (3.18), considered as an operator from Hgyp, = L" (12, ﬁ)
to H = L?(£2, H) for some r > 2, is semismooth with respect to the generalized derivative given

ly
q7éq HA

+
a) dq+ 3
lal?,

X
DP.(q)dq = % ((C —a/llq

for all 6q € L"(£2, I:I), where the stripe-wise inactive set is given by
(q) ={z e 2 | llg@)llg > /c}.

Moreover, DP, conforms to Assumption 3.3.

Proof. 1t is possible to show the Baire-Carathéodory property for (3.19) by approximating the
characteristic function with a sequence of continuous functions. However, this was only needed
to ensure that D P, maps measurable functions to measurable functions, which can alternatively
be seen directly. According to section 3.3.1, we now analyze the pointwise proximal map P with
respect to the given DP.. 1t is evident from representation (3.19) that D]SC(Q) is a symmetric,
positive semidefinite operator on H (independently of § € H). Furthermore, |[DE.(§)|| Ap <1
follows from a straightforward computation. With Proposition 3.21, these properties transfer
to DP.(-): H — H. To prove semismoothness, we will apply Theorem 3.20. It remains to show
that for all §* € H we have

R(0) = e [P0 = 20 DR =] >0 for |47~

H

Define the function F: H\ {0} = Has F: §— 1/c(c—a/||q
differentiable with gradient

;) 4. F is twice continuously

L1 . a
VF(Q):C<(C—Q/||Q i)+ 7 3Aq®q>.
H

Furthermore, we can write P.(-) = X{ || g>a/c} F'(-). We distinguish the cases [|g*

H<OZ/C

and |¢*||; > a/c. In the first case we have P.(¢*) = P.(q) = DP.(§)(§ — ¢*) = 0 for all § from
a neighborhood of ¢* and (3.20) is trivially fulfilled. In the second case, we have
A 1 F(§) —F(G)—F(§)(Gg—q") if|qlls> a/c,

PO {()A* (@)~ F@) @) i il > of G
1g* —dllg | -F(g*) if 4]l 5 < a/ec.
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3. Algorithmic framework

Since ¢* # 0, we have
F(q) —F(@) - F(@)a—q) eollld—4q

due to Fréchet-differentiability of F' at ¢* and continuity of the derivative. Now, we further
distinguish between [|¢*|| 5 = a/c and ||§*|| 5 > «/c. In the first case, we have —F(§*) = 0.

i)

In the second, we again observe that [|d||; > a/c for all ¢ with ||¢* — 4|l < [1¢*|l; — o/c.
Therefore, ]:Z*((j) — 0 for ¢ — ¢* is verified for all §* € H and we can apply Theorem 3.20 to
conclude the proof. O

Let us give an interpretation of the space Hpp,(4) from section 3.2.3. Again, the kernel of
DP.(q) corresponds to the current inactive sets, i.e., we have that

KerDP.(q) = {u e L*(2, H) | xzu =0} = L3(2\ Z(q), H).

Consequently, the quotient space H/KerDP.(q) is isometrically isomorphic to the restriction of
H to the inactive sets L?(Z(q), H). However, in this case the space L?(Z(q), H) is not closed if
endowed with the inner product induced by DP,(q), which is given by

1 «a
(uv U)DPC(Q) T e ~/I(q) <<C - a/”qHﬁ)+ (uv v)ﬁ[ + W (q,@g(q,@g) dz

¢ q

for any u,v € H. In fact, since H has more than one dimension, the space of functions
u € H with (q(x),u(z))y = 0 for € 2 (almost everywhere) is not trivial. For all of these
functions, the product given above corresponds to a weighted inner product with the weight
(c—a/|lqll z)T/c. Since the weight is bounded by one, but not necessarily bounded away from
zero, the closure of H/KerDP.(q) with respect to the inner product given above is larger than
L*(Z(q), H), in general. We obtain the identification

Hpp,g) = {u: I(q) — o | ullpp.(q) < oo}

in the sense of the usual equivalence class construction for Lebesgue spaces.

Directional sparsity with positivity constraints
If we want to additionally enforce positivity of the controls, we consider

Y(u) = allullpo,2(1) + Liuz0 on 1x23 (W)
As in the previous section, we can reduce the computation of the proximal map P, to the
computation of the pointwise proximal map corresponding to
(@) = allil 2y + Iaz0 on 13(0)-

It is given by

A 1
PC(Q):E

(c=a/ld" ) " d

where ¢+ denotes the positive part of ¢ in L?(I). In fact, for any § € L?(I) and the choice
@ =1/c(c—a/|§"|z2()T¢" we compute that

A

c(§g—1a)=cq + [(C —a/§" N 2a)) T — C} q* € Oy 450 on 13(0) + Ot f2¢r) C O (@)
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using the sum rule for the convex subdifferential. With the equivalent characterization of the
proximal map via the subdifferential (see Proposition 3.4.(i)) we obtain @ = P.(§). Therefore,
the proximal map of 1 is given as the superposition

1 +
Pg) =~ (= a/la*lz) " (3.22)
In other words, the proximal map can be decomposed as
P.=Fy0F; where Fy(q2) = (¢ — a/Hngp(I))Jqu and F1(q1) = qf, (3.23)

where Fy is the proximal map of af-||p1(o,. r2(r)) form the previous section and Fj is the
projection to the positive cone. With the chain rule, we obtain the following generalized
differential.

Lemma 3.23. The prozimal mapping (3.18), considered as an operator from Hg,, = L (I X
2) = L"(2,L"(I)) to H = L*(I x 2) = L*(2,L*(I)) for some r > 2, is semismooth with
respect to the generalized derivative given by

XZo(q+ + a(qt,0q) 21
DPy(q)5q =~ ((c — /0" ee) Xra@de+ — s gt

||q+‘|%2(1)
for all 6q € L"(I x §2), where the stripe-wise and the space-time inactive set are given by

To(q") ={z €2 | la"(@)lr2qr) > a/c},
Tixa(q) ={(t,x) e I x 2 | q(t,z) > 0}.

Moreover, DP. conforms to Assumption 3.3.

Proof. We define the pointwise functions Fy: L™ (I) — L*(I) and Fy: L?(I) — L?(I) according
to (3.23). Semismoothness of F}(§) = (§)* = max(g,0) with respect to DF}(§) = X{teIlg(t)>0}
follows as in the case of box-constraints (with norm-gap). The semismoothness of Fy (with-
out norm-gap) with respect to the generalized differential (3.19) has already been verified in
Proposition 3.22. By the semismooth chain rule (see Proposition 3.9) it follows now that
P, = Fyo Fy: L"(I) — L2(I) is semismooth with respect to the generalized differential

L X{Nat e >afe ) A - o
DP.(q) = LC(I) <(C - Oé/HffHL?(I)) + T it ® q+> X{telq(t)>0}
L2(D)
_ X{lla* g2y >a/e}

R + o L
= ((C - a/||q+||L2(I)) X{tenat)>0} + g4 ® q+> :
c 19 ||L2(1)

It is possible to show that DP, is a Baire-Carathéodory function by approximating the char-
acteristic functions with appropriate smooth functions. Alternatively, the fact that DP. maps
measurable to measurable functions can again be seen directly. Now, we verify that Assump-
tion 3.3 holds for DP.(§): L?(I) — L?(I). Symmetry and positivity are obvious and the norm
bound ||D15€(@)||L2(1)_>L2(1) < 1 for all § € L?(I) can be verified with a direct computation.
Therefore, Assumption 3.3 also holds for the superposition operator DP.(¢)(z) = DP.(q(z)) on
the space L%(§2, L?(I)); see Proposition 3.21.

Furthermore, since the embedding L"(I) < L?*(I) is continuous, P.: L"(I) — L*(I) is
globally Lipschitz continuous and DP,(§): L"(I) — L?(I) is uniformly bounded for all § € L"(I).
Now, we apply Theorem 3.20 to obtain semismoothness of the superposition operator P.(q)(z) =
P.(q(z)) from L"(£2, L"(I)) to L(£2, L?(I)) with respect to the generalized differential defined
by DP.(¢)(z) = DP.(q(z)). This directly leads to the form of DP, as given above. O
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3.4. Algorithmic aspects

In this section, we will discuss the practical aspects of the proposed optimization methods. In
particular, we will describe an iterative approach to the solution of the Newton system and
globalization strategies.

3.4.1. Iterative solution of the Newton system

In the following, we fix some ¢ € H, abbreviate u = P.(q), and let 7" = DP.(q) be the
corresponding generalized derivative of the proximal map. We will discuss a numerical solution
strategy for the linear system DG(q)dq = —G(q). Note, that in most cases it is practically
infeasible to compute a full representation of DG(q), since the functional f involves a control-to-
state mapping associated to a PDE. Therefore, we decide to use an iterative solution procedure.
We have already seen that the Newton operator DG(q) is symmetric with respect to the inner
product (-, -)7. Moreover, we can expect it to be positive definite for linear quadratic f with
~ > 0 or under a second order condition. Furthermore, we have seen that a solution of the
equation DG(q)og = —G(q) can be reduced to the solution of the quadratic problem

. 1
min Qq(v) = (G(q),v)r + = (v,DG(q)v)7. (3.24)
veH 2
By Lemma 3.14 (or 3.15) we know that if (3.24) is coercive with respect to the space Hr, the
solution to (3.24) can also be found in the original space H. In this section, we will assume
that (3.24) is uniquely solvable (up to equivalence in #/KerT).

The numerical implementation follows closely the theoretical setup. To compute a specific
solution §¢ € H of (3.24) we apply the method of conjugate gradients (cg-method), which can
be regarded as an iterative minimization for 4(h). In the method, we compute products of
search directions d € H with the full (in general non-symmetric) system operator DG(q), and
compute inner products with (-,-)7. Define the Krylov-space

Kon = {[DG(@)]* G(g) | k=0,1,...,m—1} C H.
Then, performing m steps of conjugate gradients will compute the minimum §6¢,, € H of

0q,, = argmin Q,(v).
VEK

For each m > 0 the minimum 4¢g,, € H is unique. It is possible that there is a n < m such that
04, is also a minimizer for all 7 > n. In this case the conjugate gradient iteration stops with

TDG(q)6q, = —TG(q).

In general, we only obtain an approximate solution 4g,, € Ky, of (3.24) for some m > 0, based
on an appropriate stopping criterion.

Remark 3.7. i) Since the Hessian V2 f(-) is typically a compact operator, the Newton operator
DG(-) = yId+V2f(:)T (for ¢ = v > 0) is a compact perturbation of the identity, and we can
expect superlinear convergence for the cg-method; see, e.g., [Dan67; Win80].
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ii) Usually, a cg-method for the operator DG(q) w.r.t. the inner product induced by 7' can be
interpreted as a preconditioned cg-method for the symmetric “iteration matrix” A = TDG(q)
with the symmetric preconditioner 7= T—'. However, since T is typically not invertible,
this is not directly possible here. Moreover, we have seen that even if we factor out the
kernel of 7', invertibility is not automatically fulfilled (cf. the discussion of Hp for the case of
directional sparsity in section 3.3.2). Consequently, the finite dimensional approximations to
T which appear in practical computations can be arbitrarily ill-conditioned, even if the kernel
is eliminated.

Algorithm 1 Conjugate gradients with final step

ro =b=—G(q)
do =19
0go =0

for k=0,1,... do
compute Ad = DG(q)dy, € H
2
Bk = @ Ady:
0Gp11 = 0qk + Brdi
The1 = Tk — BrAdy,
if <tolerance reached> then
hit2 = hgt1+ 1/c riy1 {final step (3.25)}
return hyio {“converged”}

end if i 2
Thy1
dis1 = Thy1 + oot dy,
7% 115
end for

After having achieved a desired tolerance, we perform the additional final step (3.10) to
obtain the full solution. Assume therefore that we have a 0§ € H solving (3.24) exactly and
denote by dq the full solution of DG(q)dq = —G(q). We compute for the residual R(6G) of the
full Newton system (3.2) that

R(6G) = —G(q) — DG(q)0§ = DG(q)(6q — 4G) = c(dq — 4q),

since T'(6g — d¢) = 0. With this identity the full solution d¢ can be computed from any solution
dq of (3.24) with the formula
1
0q =464 + p R(49). (3.25)
Note, that the residual R(6§G) is a byproduct of the cg-method, which does not require an
additional evaluation of DG(q). The complete procedure is given in Algorithm 1.

Remark 3.8. In practice, it can be desirable to compute an approximate solution of (3.24) only
up to a very large tolerance. Therefore, as an alternative strategy, we can obtain the final
update (3.25) by minimizing the norm of the residual in direction r = R(dG) by setting

dq = 8¢+ Or as the minimizer of IgliﬂrgHDG(q)(écj +6r)+ G(q)|| (3.26)
€

This might give a more robust computation of the final step in cases where the cg-method fails
to solve (3.24) to a sufficient accuracy (at the expense of the additional evaluation of DG(q)r).
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3.5. Globalization approaches

In the following, we are going to discuss globalization approaches for the described semismooth
Newton method. In many cases, in the context of globalization of semismooth Newton methods,
the local Newton method is complemented by another (possibly completely different) first order
optimization method; see [Ulbl1l; Mill5]. In each step of the method, a Newton step is
computed. Based on a convergence indicator (e.g., descent in the cost functional), the step
is either accepted or rejected. In the case of rejection, a step of the first order method is
performed. Another approach is a dampening of the Newton steps based on descent in the
squared residual; see [IK09; TKO08|.

Here, we will focus on a trust-region approach, which tries to achieve a more gradual transition
between a cheap first order optimization step and the more expensive semismooth Newton step.
However, at the moment, we are unable to give a full global convergence analysis, in contrast to,
e.g. [Ulb11]. On the theoretical side, we derive some connections of the reduced cost functional
and the normal map and prove global convergence of a related first order optimization method.
It will turn out, that in the context of a reformulation based on the normal map, the negative
of the current residual G(q) provides a suitable descent direction (which coincidentally is the
first search direction in the cg-method, see Algorithm 1). This result serves to give a partial
theoretical justification of the following trust-region approach. Under some conditions, also a
damped Newton direction is suitable for globalization based on the reduced objective. Let us
point out that this stands in contrast to the standard approach to semismooth Newton; see
section 3.6.

3.5.1. Theoretical aspects

We base a globalization strategy on the descent in the reduced objective functional

qt— j’y(PC(Q))-

Recall that j,(u) = f(u) + ¥(u) = f(u) + ¥ (u) + /2 |lu||?>. To this purpose, it is necessary
to understand the influence of a perturbation of ¢ on the reduced objective. First, we consider
the convex part and derive a lemma which is related to the continuous differentiability of the
Moreau envelope of a convex function (cf. [BC11, Proposition 12.29]).

Lemma 3.24. Let q,§ € H and denote u = P.(q),u = P.(¢). Then we have

(@) = Pu) + (g — u, @ — ),
and (@) < () +c(g —uw, @ —u) +7(g,q),

where the remainder is given by r(§,q) = c(§ — q, @ — u) — ¢||@ — ul|*.

Proof. The first inequality is a direct consequence of ¢(q — u) € 99 (u); see Proposition 3.4.(i).
Conversely, the second inequality follows from ¢(¢ — @) € 0v(@), which results in

P(u) < Plu) —c(q—t,u—1)
=t(u) +c(q — 0,0 — u)
=(u) +c(qg—u, i —u) +c(G—q— (G —u),d—u),
which directly yields the form of the remainder r(g, q) given above. O
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Next, we consider the differentiable part, where we use the following standard estimate based
on Lipschitz continuity of the gradient of f,.

Lemma 3.25. Let u,u € N C H for some convexr subset of N of H, and denote by Ly the
Lipschitz constant of Vf on N, i.e., we set

L= s IV0) = VI@

u,EN Hu - ﬂ”

Then we have .
Fo(@) < fo(u) + (Y fy(w), i = ) + S (Ly + )]l = ul|*.

Now, we show that —G(q) can serve as a “canonical” descent direction for j, o P..

Lemma 3.26. Assume that Vf is Lipschitz continuous on Uyq. Let ¢ € H be arbitrary and
set w = P.(q). Furthermore, define

9 =q—0G(q)
for 8 >0 and set ug = P.(qg). Then we have
‘ . 1 2
Jy(ue) < jy(u) = o5 llup — uf
for all @ <min{1/c, 1/(Ly+7)}.

Proof. First we apply the Lemmas 3.24 and 3.25 to obtain

G (ug) = fr(ug) + 1 (up)

< Jy(u) + (Vfy(u) + c(qg — u),up — u) +r(gp,q) + %(Lf + ) lug — u|?
= 45(w) + (Ga), uo — ) +r(g0,0) + 3 (L +7)to —

using the definition of G. Furthermore, by the choice of gy, we have G(q) = —(g9 — q)/0. Tt
follows

. . 1
Jy(ug) < jy(w) — = (g0 — g, ug — u) + (g0, q) + §(Lf +9)|lug — ul?

1 1
e~ ) (= a0 =)+ (g +7) = ) Juo — ul?

N D =

= Jy(u) +

taking into account that r(gy, q) = c(qp — q, ug — u) — c|lug — u|>. For § < 1/c the coefficient in
the second term is negative and we have

1 1
(=) @ =g =) < (c= 5 ) fuo —ul?

by the firm nonexpansiveness of the proximal map (see Proposition 3.4.(ii)). This results in

) < () + (5L +7) = ) o =l

For  <1/(Ls + ), the result follows. O
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The previous result shows that an optimization step in direction —G(q) with a step-size
6 <min{1/c, 1/(Ls+~)} will lead to a guaranteed descent in the objective. Furthermore,
the size of the reduction in the objective value can be related to an expression of the change
in the control u = P.(q). Based on this, we can prove global convergence of the corresponding
first order algorithm.

Theorem 3.27. Assume that V f is Lipschitz continuous on Uyq and that j is bounded from
below. Take any qo € H and define

dn+1 = Gn — HnG(Qn) fOT’ n € Ny, (327)

where 0, > 0 with inf,en, 0, > 0 and sup,ey, On < min{1/c, 1/(Ly+v)}. Then we have
G(gn) — 0 for n — o, i.e., the first order optimality measure converges to zero.

Proof. For convenience of notation, abbreviate u, = P.(g,) for n € Ny. According to
Lemma 3.26, we have

jv(un—i—l) < ]V(Un) — 57 unt1 — “nH2~ (3.28)

29
As a consequence, the functional values j.,(u,) are monotonously decreasing and consequently
convergent (j is bounded from below). By reordering (3.28) we derive

1 — wn® < 205 (Gy(un) — o (uns1)) — 0 for n — oo,

since the 0,, are uniformly bounded. Now, we consider the development of the residual along
the iterations. According to the definition of G and g, it holds

G(qn+1) = c(qns1 — Unt1) + V [y (uny1)
C(Qn — 0,.G(qn) — Unt1) + vf'y(“n—H)
= (1 —cbn) G(qn) — c(unt1 — un) + Vfy(uns1) — V Iy (un)

for all n > 0. Applying the norm, using the triangle inequality and once again the Lipschitz-
continuity of V f, we obtain

1G(gni )l < (1 = cbn) |G (gn)ll + (|7 = el + L) [[uns1 — unl].

Furthermore, we have 0 < (1 — ¢f,) < (1 — cinf,enb,) = 0 < 1. Define the sequence

= ||G(gn)|| > 0 for n € Ny. It fulfills the estimate g,11 < 0gn, + &, with o < 1 for
perturbations 0 < ¢, — 0. Therefore, g, must converge to zero for n — oo (see Proposition A.5
in the Appendix). O

Note, that there are two important special cases of algorithm (3.27). The first is valid for
a choice of ¢ > Ly + v in the definition of the normal map. Then we can choose a constant
step-size 0, = 0 = 1/c for all k € Ny, and we obtain

Unp+1 = P. (Qn - GG(Q?’L)) =F (un - evf’y(un))a

such that the auxiliary variable ¢, can be eliminated. This is the well-known proximal gradient
method (a generalization of the projected gradient method). The convergence properties of this
method are well understood; see, e.g. [CWO05; NN13] and the references therein for the convex
case or [Hin+09] for the projected gradient method in a non-convex, Banach space setting. For
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a globalization strategy in the context of the semismooth Newton method from section 3.2, we
are especially interested in the case v > 0 with an associated choice of ¢ = «. In this case, we
can also interpret (3.27) as the damped fixed point iteration

Gnt1 = qn — 0nG(qn) = (1 — Tn)@n — T }ny(Pc(qn)),

with damping parameter 7, = v6,, € (0, 1] for the optimality condition ¢ = —1/yV f(P.(q)).
Based on the globally convergent method from Theorem 3.27, we can now apply the general
trust-region approach from [Ulb11] to globalize the semismooth Newton method from section 3.2,
by alternating between (scaled) Newton and gradient steps in a suitable way. We do not develop
this further here, but refer to [Ulb11, Chapter 7]. In section 3.5.2, we will describe a different
(partly heuristic) trust-region method, that will also fall back to a step in direction —G(q) in the
small-radius case. This method will additionally try to use as much second order information as
possible, by using a modification of the truncated cg-method approach due to Steihaug [Ste83].
Theorem 3.27 provides a first step towards a theoretical justification of this approach.

Another approach to globalization of Newton’s method is a damping of the Newton steps.
In the context of a semismooth reformulation based on the normal map, this appears feasible
as well.

Proposition 3.28. Suppose that P, is directionally differentiable at ¢ € H in direction dq € H.
Then, the directional derivative of the reduced objective j- o P, at the point ¢ € H in direction
dq € H is given by

. d
dljy o Pl(q,69) = —j(Pelq + 70q)) = (G(a), dFe(q, 9)),
where dP. is the directional derivative of P,.

Proof. For convenience of notation, define w = P.(q), u; = P.(q;), where ¢; = q + 76q. By
Lemmas 3.24 and 3.25 we obtain similarly as in the proof of Lemma 3.26 that

j’y(u‘r) = ]’y(u) + (G(Q)7UT - u) + f(qTa Q),

where |7(gr, q)| < ((Lf +7)/2 + ¢)llgr — q||* < C7?(|§q|?, using the Lipschitz continuity of P,
and (Id —F.). Dividing by 7, we obtain

% (y(ur) =y () = (G(q), (ur —u)/7) + O(7).

For 7 — 0, we obtain (u, —u)/7 = (P.(¢-)—P:(q))/T — dP.(g,0q), which implies the result. [

As a consequence, we can see that the Newton direction is a descent direction, under some
conditions. Let us mention that the following corollary is only a weak result, since it does not
guarantee a sufficiently large decrease (cf. Lemma 3.26).

Corollary 3.29. Suppose that P, is directionally differentiable at the point ¢ € H. Suppose
that the conditions of Lemma 3.15 are fulfilled and let 6q = —DG(q)flG(q). If we have
dP.(q;0q) = DP.(q)dq, then it follows

d[jy o P.)(q;0q) = (G(q),DP:(q)dq) < —v(dq, DP.(q) dq),

where v > 0 is the coercivity constant from Lemma 3.15.
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Proof. This is a direct consequence of Proposition 3.28, the equality G(q) = —DG(q)dq, the
assumption on dP.(q;dq), and the coercivity of DG(q) in the inner product induced by the
generalized derivative DP.(q) as in (3.14). O

We see that a globalization approach based on a damped Newton direction could offer a
promising alternative; at least in steps, where the conditions of Corollary 3.29 are fulfilled.
However, a proper treatment of the nonsmooth aspect of the problem (to guarantee sufficient
descent) and alternative strategies in the case that the prerequisites of Corollary 3.29 are
violated, are still missing.

3.5.2. A trust region method

In the following, we will describe a heuristic trust region approach for the globalization of
the semismooth Newton method from section 3.2. The algorithm is inspired by the truncated
conjugate gradients approach due to Steihaug [Ste83]. In fact, in the smooth setting for ) = 0
and P. = Id, we will recover the original algorithm (more precisely, the Hilbert space adaptation
thereof).

First, as a mathematical concept, we define the trust region subproblem at the iterate gy,
with the T,, = DP.(qy) as

min @, (v) subject to ||v||7, < op. (3.29)
veEH
Note, that the solution of this problem is not unique if 7}, has a nontrivial kernel. However,
an approximate minimizer of (3.29) can be obtained by the Steihaug cg-method as described
in Algorithm 2. The globalization strategy will be based on the descent in the objective
functional values j,(u,). We propose to update the trust region radius o, by comparing the
functional decrease

act

O3 = Gy (Uny1) — Jy(un) = Jy(Pe(gn + 94,,)) — v (Pe(qn))

to the model decrease predicted by the quadratic model

1
The ratio of these two quantities is defined as
— pict/ppred.

By comparing the parameter 7, to one, we have some information about the error from both
approximating f by a quadratic function and from approximating P.(¢, + dq,,) — P.(qn) by
DP.(gn)dq,,. For algorithmic purposes, we define two constants 0 < 77(1) < 77(2) < 1. Ifn, > 77(1)
we are satisfied with the objective function decrease and will accept the step, otherwise we
will reject it by decreasing the trust region radius. If 1, > n®, we will accept the step and
additionally increase the trust region radius. A pseudo-code description is given in Algorithm 3.

At present, we are unable to give a satisfactory convergence analysis of Algorithm 3, even
though it seems to perform well in practice. Concerning the global convergence behavior, it
would be desirable to show that it performs no worse that the first order method (3.27) with an
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Algorithm 2 Steihaug cg-method with final step

ro=b=-G(q)
do = 19
0gg =0

for k=0,1,...do
compute Ad = DG(q)d, € H
if (dk, Adk)T <0 then
0qp,1 = 0qy + Cdi with ¢ > 0 such that [|0gy |7 =0
return dq,,; {“negative curvature”}

end if

B, = ll71. 112,
k= {dy, Adp)r

if ||0q), + Brdk||r < o then
0qp11 = 0qg + Brd
else
0qp41 = 6qy + Cdj, with ¢ > 0 so that |[6gy (|lr =0
return g, {“trust region left”}
end if
Tht1 = Tk — BrpAdy
if <tolerance reached> then
compute final step with (3.25) (or (3.26))
return ¢, o = 0q;, 1 + 0711 {“converged”}
end if
dp41 = Tgp1 +
end for

I+l
2T dk
N7

Algorithm 3 Trust region method

initial ¢ € H
initial og > 0
forn=0,1,2,... do
T, = DPc(Qn)
compute dg,, from (3.29) with Algorithm 2
if n, > (M then
if 1, > n® then
<increased op41>
end if
else
dn+1 = Qn
<decreased oy 11>
end if
end for

adaptive (e.g., Armijo-type) step-size. However, in contrast to the classical trust-region method
(in the smooth setting) this appears difficult, since the error between the update w41 — u, and
the linearized approximation T}, (¢n+1 — ¢n) = Trdq,, cannot be controlled in a systematic way.
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From this point of view a model seems preferable, which is, e.g., of the form

~pre 2 1
Y = Q4 (60,) = (G(qn), unt1 — un) + 5004, DG (a:)04,)1,

where u,11 = P.(qn + dq,,) and u, = P(g,). Such a model would provide a guarantee for
the behavior of 7, in the small radius case (cf. the proof of Proposition 3.28), which could
ensure that sufficiently large steps can be guaranteed. However, the discrepancy between this
model and the natural quadratic model (for the Newton-method) would have to be taken into
account in Algorithm 2. It would also be desirable to prove an eventual transition to fast local
convergence (i.e., full steps are taken).

Remark 3.9. i) The trust-region method as given in Algorithm 3 fails in a corner-case which
appears frequently for initial guesses gy far from the optimum. For instance, it appears for
¥(-) = ||-llz1 when we initialize go = 0, which results in DP.(q0) = To = 0 (all points are
“fixed”). From the point of view of the first-order method with a constant step-size this is not
problematic; cf. Theorem 3.27. However, for T' = 0 the radius constraint in (3.29) becomes
meaningless, and the given pseudo-code fails. One practically motivated solution approach is to
provide a special case for 7' = 0 in the implementation (e.g., an Armijo-line search). Another
approach is to change the radius computations to work with the full norm ||dg|| instead of
|0g||7. Then, we also modify the final step (3.25) to take the radius constraint into account.
Note however, that we lose the monotonicity of the size of the update dg; in the cg-method.
The quantity ||0g;||7 is monotonously increasing in each step k; see [Ste83].

ii) Let us comment on the final step (3.25), which is the only modification of Algorithm 2
w.r.t. the original version in [Ste83]. This step is performed only in the case of convergence
up to a sufficient tolerance. In the present theory, where the quadratic problem can be solved
exactly on the smaller space Hp, this step is completely invisible from the point of view
of the quadratic model, since it lies in the kernel of 7. In practice, where a specific step
0q,, € Ky C H is computed by the cg-method (which also contains contributions in the kernel
of T), the influence of this step is hard to judge: even though the cg-method guarantees only
that [|R(dq,,)||r is smaller than a prescribed tolerance, computational experience suggests
that the full residual norm ||R(dq,,)|| is generally of the same order of magnitude. Therefore,
after computing dq,, up to a sufficiently high tolerance, the final step is usually negligible.
A mathematical analysis (for the case ¢ = =) suggest that this is related to the clustering
of the eigenvalues of DG(q) = vId+V2f(u)T: Hr — Hr around +, which results from the
typical compactness of the operator V2 f(u). This effect, which supports the outlined solution
approach, can only be expected if the Krylov space I, is sufficiently large and it is possible
to construct counterexamples. However, the known counterexamples rely on finite termination
of the cg-method, and also support the proposed implementation.

The problems considered in the following chapters are convex (even linear-quadratic with
exception of the cost term ). Practical experience shows that, in combination with a continua-
tion strategy in -, the local semismooth Newton method generally exhibits global convergence
in practice for these problems. Therefore, a globalization strategy is not needed for the follow-
ing numerical experiments. For computational results obtained with the outlined trust-region
method we instead refer to Kunisch, Pieper, and Rund [KPR14] where a time optimal control
problem for the monodomain equations (an instationary reaction-diffusion system arising in
cardiac electrophysiology) is solved with this algorithm. Additional computational results
obtained with this algorithm can be found in Springer [Sprl5].
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3.6. Other reformulations

In the semismooth Newton literature, methods for problems of the structure (P) are usually
based on a different reformulation of the optimality condition. In this section we compare the
semismooth Newton algorithm based on the normal map to other, more common formulations.

3.6.1. A reformulation based on the “natural residual”

In this case, the optimization method operates directly on the control w. For the nonsmooth
reformulation, we define

Flu) = ¢ {u _P (u _ %v fy(u))] (3.30)

for an arbitrary constant ¢ > 0, which is sometimes referred to as the “natural residual”. It is
easy to see that the stationarity condition for (P,) is equivalent to F'(u) = 0.

Remark 3.10. Usually, we would leave out the additional scaling factor c. We add it here for
easier comparison with the definition of G as in (3.2). Clearly, the scaling factor does not
matter for the purposes of a Newton-type method due to the affine invariance property.

In each step of the semismooth Newton method, we need to solve the Newton equation
DF(u) du = —F(u) (3.31)

for the update du, which will be applied to the variable u directly. The Newton operator
of (3.30) is given as
DF(u) = c¢(Id —T4) + T4 V2 £, (u). (3.32)

In this case, the operator T is given by

T, :=DPF. (u — in%u)) .

Note, that in this formulation we make a quadratic approximation for f at the current iterate
for the control u, whereas the generalized differential of the proximal map is evaluated at the
shifted point v := u — 1/¢V f,(u). For this reason, it is not possible to directly relate DF(u)
to a quadratic approximation of j, at the point u, which we could do for the Newton operator
DG(q). However, in the optimum, both Newton matrices are transposes of each other.

Proposition 3.30. Suppose that ¢ € H, such that G(q) = 0 and set u = P.(q). Then we have

DF (i) = DG(q)*.

Proof. In a stationary point we have the identity ¢ = cu + V f(u). From this follows that
Ty =DP.(u") = DP.(q) = T. Clearly, we have [c(Id —=T)+T V2 £, (w)]* = c(1d —T)+V?f,(a)T,
which implies the claim. O

Proposition 3.31. Under the conditions of Lemma 3.15, for any u € H, the Newton operator
DF(u): H— H is boundedly invertible.
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Proof. We have the identity
DF(u)* = c(Id ~T4) + V2 £ (u) T4

By the same argumentation as in the proof of Lemma 3.15, using the structural properties of
T instead of T, the operator on the right hand side is boundedly invertible on H. This implies
the claim with

IDF(u)~Hlaom = IDF ()l = [e(d =T%) + V2 fo () T4 ]z mr. H

For the solution of this system we can choose between two approaches. On the one hand,
we can iteratively solve DF (u)du = —F(u) by using a Krylov subspace method which can
work on non-symmetric matrices. The most obvious choice would probably be the GMRES
method, which has both a well understood convergence theory and easily available stable
implementations. On the other hand, we can again reduce the system to a symmetric form.
First, we multiply (3.31) from the left by @Q: H — KerTy C H, defined as the orthogonal
projection to Ker T . We obtain the explicit relation

cQou=—QF (u),

where we have used the identity QT = T4 Q = 0 (T4 and @ are self-adjoint). Now, we split
Su = duy + Sug, where dus = Qéu = —1/cQF(u) € Ker T and éu; € (Ker T, )+ and obtain

DF(u)du; = —F(u) — DF(u)dus.
Finally, by (formally) parametrizing du; as du; = T4.04%, we obtain the symmetric system
DF(u)Ty5i = (T + T4 (V2 fy (u) = €)T4 ) 8 = —F(u) — DF (u)dus
in terms of the unknown d%. We leave out a detailed rigorous justification of the last step at

this point. It can be done as in the proof of Lemma 3.15. Note, that this system can again be
solved with conjugate gradients as discussed in section 3.4.1.

The important special case

As in the case of the reformulation with the normal map, for the Banach space analysis, we
have to suppose that v > 0. Choosing ¢ = « gives

F(w) = yu=P, (==V/w)

which again leads to a Newton method that allows for a function space analysis. Here, we
consider F' as an operator from H to H. In this case, the Newton operator simplifies to

DF(u) =+ Ty V> f(u).

This is the most popular formulation in the (infinite dimensional) semismooth Newton literature;
cf., e.g., [HIKO03; Sta09; Ulb11l; HSW12; HV12].
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The linear quadratic case

In general, an approach based on the normal map (3.2) will lead to a different Newton method
than an approach based on the natural residual (3.30). However, for quadratic f, this gap can
be closed by a correct interpretation. In this case, the Hessian of f is constant on H, i.e.,

V2f(u) = V2f for all u € H.

The discrepancy between both methods vanishes if we relate the optimization variable ¢ to the
shifted point uy = u —1/¢V f,(u). We will only consider the case ¢ =+ > 0 in the following.
Then we have uy = —1/vV f(u) and we obtain the following result.

Proposition 3.32. Suppose that ¢ = v > 0 and that f is quadratic. Furthermore, take initial
iterates qo,ug € H, such that

Yq0 = —V f(uo).

Define the Newton iterates according to the normal map and the natural residual inductively as
Gni1 = qn — DG(qn) " G(qn) and uny1 = uy — DF (uy) " F(uy,) for all n € Ng. Then we have

Ydn = _vf(un)

for alln € Ng. In this sense, both methods are equivalent.

Proof. Note, that the Newton iterates are well-defined, since the Newton matrices are invertible
according to Lemma 3.14 and Proposition 3.31. The first step u; —ug fulfills the Newton equation
DF(up)(u1 — uo) = —F(ug), which reads as

(’y —+ TVQf) (u1 — UO) = —vyup + ’yPV(—l/’)/Vf('LLo)),

where T = DP,(—1/vV f(uo)) = DP,(qo). Multiplying by —1/~ V2 f from the left and inserting
the relation go = —1/v V f(up) we obtain

(v + V21 T) (=1/7 V2f (w1 = wo)) = V°F (uo = Py (o).

Since f is quadratic, the gradient of f is affine linear, i.e., we have V f(u) — V(@) = V2f(u—1)
for all u, @ € H. Inserting this expression on the left- and right-hand side, we obtain

(v+ V2 T) (~1/7 Vf(w) = a0) = V f(w0) = VF(Py(a0)) = a0 = VF (P, (a0)).

It follows that ¢ = —1/v V f(u1) solves the Newton system DG(qo)(¢ — qo) = —G(qo). Since
this system has a unique solution, it holds ¢ = —1/v V f(u1). The full result follows now by
induction over n € Ny. ]

As a corollary, in the case of a linear quadratic problem with box-constraints, we also obtain
the (essential) equivalence of both approaches to the well-known primal-dual active set strategy;
see [HIKO03].
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3.6.2. The “control reduced” approach

Another elegant approach to semismooth Newton for optimal control problems is not based on
the reduced cost functional, but on a reformulation of the KKT system; see Schiela [Sch08].
This approach is particularly useful in the context of the so-called “variational discretization”
concept due to Hinze [Hin05]. We will see that this approach leads to a very similar algorithm,
when compared to the approach on the reduced cost functional with the normal map. To fix
ideas, we consider an abstract nonlinear control problem with a control appearing linearly on
the right-hand side:

. T2
J -
e )+ () 4 Gl

subject to A(y) = Bu in W™,

(3.33)

We suppose that v > 0. We use the same notation as in section 2.5.4. Here the equation is
given as

e(u,y) = A(ly) — Bu=0 in W¥,

for y € Y and u € H. The spaces Y and W are reflexive Banach spaces, B: H — W* is a
bounded linear operator and we assume that J: Y — Rand A: Y — W* are C2. Furthermore,
we suppose that A(y) = Bu has a unique solution for every u € H and that A’'(y): Y — W* is
an isomorphism for all y € Y. As before, we define the Lagrange function as

L(u,y,p) = J(y) — (Aly) — Bu,p) for (u,y,p) € H xY x W.

The solution operator of the state equation denoted by S: u + y is C? as a consequence of
the implicit function theorem (cf. section 2.5.4). We obtain the state and adjoint equations
respectively as

Bu—A(y) =0 in W7, (3.34)
Jy)—Ay)p=0 inY™ (3.35)

Define the reduced tracking functional as f(u) = J(S(u)). As in section 2.5.4, we obtain a
representation for the gradient and Hessian of f at a point u as

Vi) =B"A'(y)"J'(y) = Bp,
V2 f(u) = B*A'(y)™" Ly, A'(y) "' B.
Therein y = S(u) and p = A'(y)~*J'(y) are the corresponding state and adjoint solutions,

and L7, = J"(y) — (A"(y)(:,-),p) is the second derivative of the Lagrange function w.r.t. the
state.

Now, we sketch the idea behind the control reduced approach: the stationarity condition
for (3.33) is equivalent to the conditions (3.34), (3.35) and the control projection formula

u=P, (—%B*p) )

Here, the right-hand side of the control projection formula depends solely on the adjoint state.
Now, we insert this expression into the state equation to obtain the following optimality system,
formulated in terms of the state and adjoint variable as

_ J'(y) — A'(y)* _
Flup) = (BPW(—yl/vB*p?)J —pA(y)> -0
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To apply a Newton method to the equation using the semismoothness concept, we derive the
(generalized) derivative as

r —Al(y)*
— yy
where T'= DP, (—1/yB*p) and L, as before.

Proposition 3.33. Take p € W and set w = P, (—1/vB*p) and y = S(u). Suppose that
(0y,dp) € Y x W solves the Newton system

DF(y, p)(dy, 0p) = —F(y, p).

Then, §q = —1/~v B*0p solves the Newton equation

for ¢ = —1/5 B*p, where G(q) = va + Vf(Py(q)), as before.
Proof. Writing out the system, we obtain

Ly, 0y — A'(y)*op = =J'(y) + A'(y)"p,
—A'(y)dy — 1/y BT B*6p = 0.

Note, that the right-hand side of the second equation is zero, since y = S(u). Now, we perform
a Schur complement reduction by inserting dy = —A’(y) ~1(1/y BT B*§p) into the first equation.
We obtain

—A'(y)*op—1/v Ly, A'(y)"'BTB*ép = —J'(y) + A'(y)*p.

Applying B*A'(y)™ from the left and introducing the auxiliary variables ¢ = —1/v B*p and
dq = —1/v B*dp, we end up with

voq+ B*A'(y) L), A (y) ' BTéq = —vq — B*A'(y)~*J'(y).

By the representation formulas for the first and second derivative, this is the same as vdq +
V2 f(u)Tdq = —vq — V f(u). O

As a consequence of this, we obtain the following result: combining the control reduced
Newton method with a projection onto the state manifold y = S(u) in each step, we obtain an
equivalent algorithm to the approach from section 3.2.

3.6.3. Comparison

Let us compare the three presented approaches: We have seen that in the case of a quadratic
f (i.e., linear quadratic control problems), the Newton methods resulting from all approaches
are essentially equivalent; see Propositions 3.31 and 3.33. Therefore, there seems to be no clear
advantage of any method over the other in this situation. However, differences arise in the
context of discrete approximations to the infinite-dimensional control problem, for instance in
the context of the “variational discretization” concept as in [Hin05]. Here the control variable
is only discretized implicitly via ¢, = Py(—1/v B*ps) = Py(qs), where ¢ = —1/vB*p, is
searched in a finite dimensional space, but the proximal map is still evaluated analytically.
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Note, that in this case the control variable is not a discrete quantity and it requires additional
implementation effort to evaluate and store it directly; see [HV12]. The control reduced
approach offers an advantage here, since the control is only evaluated implicitly (e.g., with
specialized quadrature formulas or adaptive quadrature; cf. [WGS08], where the control reduced
approach is used in conjunction with an interior point reformulation). The same is true for the
approach with the normal map, where only the auxiliary variable ¢ is stored; cf. also [Spr15]
for a more detailed discussion.

In the case of nonquadratic f (i.e., for control problems with nonlinear state equations), an
appropriate globalization is a crucial issue. Here, the normal map approach seems to offer some
advantages over the natural residual formulation, as discussed in section 3.6.1. We have seen
that the Newton system can be directly related to a quadratic model for the objective function
in the current iterate u = P.(q) and that a globalization strategy can be based on the cost
functional in a, more or less, straightforward manner. This is not the case in the context of
the natural residual: There, the globalization is usually based on the squared residual ||F(u)||?;
see [IK08; IK09]. This is mainly due to the fact that the semismooth Newton method as in
section 3.6.1 produces iterates which are in general inadmissible w.r.t. the constraint u € Uyq.
Certainly, a globalization based on the residual is also an option, but it appears to be not the
canonical choice in the context of functional minimization. Note however, that it is also possible
to use the reduced cost functional in this setting if one introduces an additional projection to
the constraint set U,q in each step; see [Ulb11]. Still, the normal map seems to offer a more
direct approach, since feasibility is automatically fulfilled. Moreover, when using the cg-method,
there appears to be a natural transition between a first order and the full semismooth Newton
step.

For the control reduced approach to semismooth Newton, there appears to be no globalization
approach in the literature, to the best of the authors knowledge. However, in this context, we
can mention the approach by Gréser and Kornhuber [Gra08; GK09] (cf. also [HV12]), where a
dual functional is constructed and descent is required w.r.t. this functional. The corresponding
method can also be interpreted as operating on the adjoint variable [GK09, Section 5.1}, and
the theory covers a line-search based on a Newton-like direction. However, this approach seems
to be limited to problems with linear state equations.

Let us also mention other related methods for a similar classes of optimization problems. On
the one hand there are related versions of the SQP-method where a semismooth Newton method
is used as an inner solver for the quadratic problem with box-constraints; see, e.g., [HH02;
HHO6] and the references therein. On the other hand there are nonlinear variants of the
primal-dual active set method; see, e.g., [BIK99; KR02; IK04]. In both of these approaches,
the optimization is split into an inner and an outer loop. Roughly speaking, in the former case,
the outer iteration linearizes only the smooth parts of the Lagrange function and keeps the
nonsmooth part (the box-constraints) intact. In the latter case, the constraints are linearized
by introducing appropriate active sets and a resulting nonquadratic but smooth optimization
problem has to be solved in the inner loop.
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4. A priori error analysis for an elliptic problem

In this chapter we will consider a priori error estimates for the elliptic model problem given by

1 2

mi =y — 4.1
erimn QHy YallT2(0,) T allullrma). (4.1a)
—Ay = xq.u in 2,

4.1b
y=0 on 0f2. ( )

subject to {

Here, 2 C RY for d € {2,3} is a convex bounded domain with a C?>#-boundary 0f2. The
control variable u is searched for in the space of regular Borel measures M(f2.), where the
control set (2. C (2 is relatively closed in {2, i.e.,

Q0= 0.\ 00

We will make additional assumption on the form of 2. below (such as 92, \ 02 polygonal).
The state variable y is the solution of the Poisson equation (4.1b). We consider a standard
linear quadratic tracking term on the observation domain {2, C {2 with desired state y; given
in L2(£2,). For the purpose of optimal regularity and error estimates we will make further
assumptions, such as yq € LP(£2,) or yq € L°°(£2,); see below. The parameter « is assumed to
be positive.

To discretize the problem (4.1), we consider linear finite elements in space and a discretiza-
tion for the control by nodal Dirac delta functions as proposed by Casas, Clason, and Ku-
nisch [CCK12]. We derive estimates for the objective functional of order O(h*~?[In h|") and for
the error of the state on the observation domain of order O(h?*~%2|In h|”/ %), which improves on
the previous analysis by essentially doubling the rates. The results have already appeared in
similar form in Pieper and Vexler [PV13]. We achieve this by a careful study of the regularity,
L? estimates for p # 2, and by employing uniform finite element error estimates due to Ran-
nacher and Frehse [FR76] and Rannacher [Ran76]. Due to the analogy of problem (4.1) with
a state constrained optimal control problem (cf. section 2.4), we also refer to Deckelnick and
Hinze [DHO7], where similar LP techniques using uniform finite element estimates have been
introduced for the analysis of a state constrained problem (cf. also [Mey08]).

Furthermore, in the case where 2 = (2, = (2., we prove a regularity result for the optimal
solutions. Under the assumption that the desired state is bounded, we show that the optimal
control 4 is an element of H~'(£2), which rules out Dirac delta functions. In this case, we can
derive an improved convergence rate for the optimal states in the three dimensional case. This
result has also already appeared in [PV13]. Let us point out that the mentioned regularity
result is also new if transferred to a state constrained problem (cf. section 2.4). In fact, an
analogous, more general result has subsequently been derived in this context by Casas, Mateos,
and Vexler [CMV14].

Furthermore, we also consider a discretization of the regularized version of problem (4.1).
Motivated by the discretization of the original problem, we consider a discretization of the
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4. A priori error analysis for an elliptic problem

control based on linear finite elements and mass lumping, which is different from a similar
discretization concept proposed in [CHW12a]. For a fixed regularization parameter, we are
able to provide an estimate for a post-processing of the optimal control of optimal order O(h?)
(under an established structural assumption on the optimal solution). Since the regularized
problem is similar to a control constrained problem, this essentially transfers the post-processing
results due to Meyer and Rosch [MRO04] for a piece-wise constant discretization to a piece-wise
linear setting.

The chapter is structured as follows. In section 4.1 we discuss regularity of the state and
adjoint state and derive some structural consequences of the optimality conditions. The dis-
cretization of the state and control is introduced in section 4.2. In section 4.3 we derive the
error estimates for the optimal solutions which are valid in the general setting. Section 4.4
contains the estimates which are valid under additional conditions on the control and obser-
vation sets: we give the additional regularity result and the improved estimate, as mentioned
above. The regularized problem is discussed in section 4.5. We give an asymptotic estimate
for the regularization error based on a technique introduced by Hintermiiller, Schiela, and
Wollner [HSW14]. We also provide the finite element error analysis for the regularized problem.
Numerical results are given in section 4.6.

Throughout this chapter, we denote by (-,-) the L?(f2) inner product and by (-,-) the duality
product between M (S2) and Cy(12).

4.1. Precise regularity and optimality conditions

In the following, we derive precise regularity estimates for the state solution, summarize the
existence and optimality theory for the optimization problem and derive optimality conditions.
As the first step we recall the weak formulation of the state equation (4.1b). For a given
u € M(S2) the solution y is determined by

y € W () (Vy, Vo) = (xo.u, @) forall g Wy* ().

By the general theory in section 2.2.2, the above formulation possesses a unique solution for
all 1 < s < d/(d—1). Moreover, the behavior of the constant in the a priori estimate for
s — d/(d — 1) can be estimated in the following way.

Lemma 4.1. For e > 0 small enough, let s. be given as

There exists a constant C' independent of e, such that for all u € M(£2) and the corresponding
solution y of (4.1b) the following estimate holds:

| Q

se < .
9l () < = Il aacon

Proof. To obtain the precise dependence of ¢ we use the continuous embedding of WO1 ’S/E(Q)
into Co(§2), where s’ is the conjugate index of s. with
11 )

— =1, s
+55 , c

> d.

/
86
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With [Alt11, Theorem 8.10] we obtain

C Ls
<= ) W,
ol < S lellynoe gy for all v € W3 (22
with a constant C independent of €. Using the fact that the Dirichlet Laplacian is an isomor-

phism between VVO1 /5 (£2) and W15 (£2) for € small enough as in Theorem 2.12 (see also [Mey63;
AK92|), we estimate

Vol < sup 8 o g VY
@)

rertez Wllpt o) ™ et g V0l ()

where C' is independent of €. Since y is the solution of the state equation corresponding to u
we obtain
(u,v)

IVyllpseo) <C  sup
||VUHLS’E(_Q)

C
, < - ull pm(2)5
veEW "2 (2)

which completes the proof. ]

In the following we use the same notation as in section 2.2. We restrict the parameter s
to the interval [2d/(d 4 2),d/(d — 1)), unless explicitly stated otherwise. We also denote the
state solution y corresponding to u € M(£2.) by y = S(u), where S: M(£2.) — W,*(£2) is
the corresponding solution operator. With the continuous embedding of WO1 *(02) into L2(£2),
a reduced cost functional can be defined defined for (4.1). We define for y € Wol *(£2) the
tracking functional by

1
TW) = Sy~ vl
where xq, : Wol’s(ﬂ) — L?(£2,) denotes the canonical embedding and restriction. Note that,

in the following, by an abuse of notation, x g, will also denote the characteristic function of (2.
For u € M(f2.) we define the reduced cost functional by

j(u) = J(S(w)) + aflul ama.)-

As in Theorem 2.3 we obtain optimal solutions of (4.1).

Proposition 4.2. The problem (4.1) possesses at least one optimal solution (u,y) = (u, S(u)) €
M(£2:) x W,(£2).

Note that uniqueness of the optimal solutions can only be expected under further conditions
on {2. and {2,, which we will investigate in section 4.4. Nevertheless, the observation of the
optimal state is unique.

Proposition 4.3. For two optimal solutions of the problem (4.1) the values X0,y coincide.

Proof. The functional 1/2 || -—de%Q( () I8 strictly convex on L?(£2,). Take two optimal solutions
(#,y) and (i, 7). Define the mean value as uy/y = (4 +%)/2 and y; /5 = (¥ +§)/2 = S(uy2)-
We have

. 1 Lo . .
i) = SlIxayi/e = vallizga,) + elluzllmeen < 5 6@ +5(@) = j(@) = 5(@).

by convexity of the reduced cost functional j. If we suppose now that x o,y # xn,J, we obtain
even strict inequality, which contradicts the optimality of (u,y) and (4, 7). O
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Moreover, the following optimality system can be obtained; see section 2.2.4.

Theorem 4.4. There exists a unique adjoint state p € Wol’q(ﬂ) (with ¢ > d) corresponding to
any optimal solution (u,y) = (u, S(w)) of (4.1). It satisfies

—Ap = y — in (2,
P = X0,y - ya) in (4.2)
p=0 ondf2
in the sense of the standard weak formulation and
— (X (u—1u),p) +allul mea) < allullm,)  for allu e M(S2). (4.3)
Furthermore, the variational inequality (4.3) is equivalent to the two conditions
XDl < @, and (xa.u,p) = allul ye,)- (4.4)

This implies that the support of u is contained in the set {x € Q.| |p(x)| = a'}, and for the
Jordan-decomposition i = uT — 4~ we have

supput C {x € 2. |p(z) = —a} and suppu C{x € 2. |px)=a}. (4.5)
Remark 4.1. The optimality condition (4.3) can be equivalently reformulated as

(S(u) = 9 x02,(§ = ya) + allullmeon — ellefpme) =0 for all u e M(£2). (4.6)

The statement of the above theorem directly implies the following corollary on the structure
of the optimal control .
Corollary 4.5. There exist a constant n > 0, depending on the data of the problem, such that
suppu C §2, = {x € 2| dist(x,002) > n}, (4.7)
and additionally
dist(suppa™, suppu~) > 7. (4.8)
The first property implies that the support is compact.

Proof. The adjoint state p belongs to W4(£2) with ¢ > d and W19(§2) — C?(2) with some
B > 0. This implies (due to the homogeneous Dirichlet boundary conditions) the existence of
n > 0, such that

Ip(x)] < % for x € 2\ (2,.

We complete the first part of the proof using the statement on the support of ¢ from Theorem 4.4.
With a similar argument we derive the second statement, since due to (4.5), the adjoint state
attains the values +a respectively on the support of 4~ and u™. O

For the derivation of the error estimate, we also need a standard regularity result for the
Poisson equation; see, e.g., [Gri85, Theorem 2.4.2.5].

Theorem 4.6. (Elliptic reqularity) Let f € L1(§2) for some q € [2,00). The unique solution
w € H} () to the elliptic problem

—Aw=f in 2
w=0 on 02,

has the reqularity w € W29(§2) with the corresponding a priori estimate

V2wl a2y < Collwlla(e)-
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4.2. Discretization

For the discretization of the state equation we use linear finite elements on a family of shape
regular, quasi-uniform triangulations {7 }; see, e.g., [BS08]. The discretization parameter hg
denotes the diameter of the cells K € Tj, and h = maxge7;, hx the maximum thereof. We set
2= K
KeTy

and make the usual assumption on the approximation of the boundary:
dist (912, 042;,) < Ch?.
The space of linear finite elements associated with 7 is defined as usual by
Vi, = {vh € Co(0) ‘ unlk € P1(K) for all K € T; and vy, = 0 on Q\Qh}.
For a given v € M(f2.) the discrete state solution y, = Si(u) € V} is determined by

(Vyn, Vo) = (xa.u, pn) for all g, € V. (4.9)

We denote the corresponding reduced cost functional for u € M(£2.) by

Jn(u) = J(Sh(u)) + alul| pma.)-

To define the approximation of the optimal control problem (4.1) we follow the approach
from [CCK12] and do not discretize the control space (cf. also the variational control dis-
cretization approach by Hinze [Hin05]). The discrete optimal control problem is then given
as
min in(w). 4.10

i Jn(uw) (4.10)
The existence of optimal solutions can be shown as on the continuous level. Since S, maps an
infinite dimensional space to a finite dimensional one, it can not be injective. Therefore, and due
to missing strict convexity of ||-|| s¢(s,), the solutions of (4.10) are highly non-unique. However,
following [CCK12], we can identify a class of solutions which is numerically accessible.

By {x, |n=1,..., Ny} we denote the interior nodes of 2, and by {e, |n=1,...,N,} C
V}, the corresponding nodal basis functions. The standard nodal interpolation operator iy, : Co(§2) —

Vi € Co(£2) is given as
Np

ihv = Z v(xp)en.

n=1
Furthermore, we introduce the space My consisting of linear combination of Dirac delta
functions associated with the nodes z,, as

un € R, n—l,...,Nh}CM(Q).

Now, we additionally discretize the control space M(f2.) as M) N M(£2.). We obtain the
following finite-dimensional optimization problem

i ' . 4.11
et o Jn(un) (4.11)
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We will show that, under a compatibility condition on the mesh and the control set, the
problems (4.10) and (4.11) are essentially equivalent. To this purpose, we define the operator

Ap: M(02) - My, by
Np

Apu = Z (u,ep) og,, - (4.12)

n=1
Note that Ap: M(£2) = M}, C M(£2) can be derived as the transpose of the nodal interpolation
in. It has the following properties; see [CCK12, Theorem 3.1].

Theorem 4.7. For any u € M(S2) it holds:
(1) (Apu,v) = (u,ipv)  for all v € Co(£2),

(@) [[Apullmee) < llullae),
(131) Apu —"u in M(2)  and || Apul| pmeo) = lullpmo)  for b — 0.

In the following, we suppose that the nodes of the mesh are ordered such that for some
N < Np it holds {zp |n=1,...,Np, zp € 2.} ={x, |n=1,...,N.} . For the derivation
of the error estimates, we have to ensure that the operator A; defined in (4.12) maps the
control space M({2.) into M(§2.) N M;,. Therefore, we require that for each h we have

2.n2,= |J K, (4.13)
KeTe

where T, C Tp, is the collection of all the cells of the triangulation which make up the control
region. Then, we can verify that

Ap(u) € M(2.) N My, for all u e M(S2.).

Based on the previous identities, it is easy to see that any optimal solution @ of (4.10) can be
replaced by a discrete optimal solution uy, = Ap(a) € M(§2.) N M}, with the same objective
value.

Proposition 4.8. Any solution of the fully discrete problem (4.11) also solves the semidiscrete
problem (4.10). Moreover, for any other solution of (4.10) @ € M({2.) we have that Api =
up € Mp N M(£2.) is an optimal solution of both problems. If the solution to (4.1) is unique,
there holds

up =" u  in M(Qc) and ”ahHM(QC) — HEHM(QC) for h — 0.

Proof. We take any solution @ € M({2.) of (4.10) and set up = Apa. Due to the properties
of Ay it holds that Sy (up) = Sp(@) and j(up) < j(@). Due to the minimality of @, it follows
jn(un) = jn(@) and uy, is an optimal solution of (4.10). Since || p1(0,) is uniformly bounded
(by minimality of uy,) we can find a @& € M(f2.) and select a sequence u, —* @ in M(S2.) for
h — 0. By the weak lower semicontinuity of j it follows now that

J(a) <liminf j(up) < lim jp(up) + lim|jp(un) — j(un)| = j(w),
h—0 h—0 h—0

which implies that @ is an optimal solution of (4.1). The convergence of the functional values
Jn(up) — j(u) and the convergence |jp,(up)—j(up)| — 0 for A — 0 will be shown in Theorem 4.12
(the additional assumptions made there can be dropped, if we are not interested in optimal
rates of convergence). If u is unique, all thusly constructed subsequences have the same limit
point, and the whole sequence converges. ]
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For future reference, let us state again the fully discrete problem. It is given by

1 2
S lon = wallz2,) + allunl m.)

min
U EMp, Yn €V (4.14)

subject to  (Vyn, Vor) = (xo.,un, pn) for all o5 € V.
Let us point out that for any wup = ), und,, € My, the total variation norm is simply given

by the ¢! norm of the underlying nodal vector:

Ne
lunll e = D lunl-
n=1

Furthermore, for any up = >, upndz, € My and vy = >, vpe, € Vp, the duality product is
given simply as the Euclidean inner product of the nodal vectors:

Ne
(X0, Un,vp) = Z Up U
n=1

This means that a finite dimensional equivalent of (4.14) can be derived in a straightforward
way, by introducing appropriate mass and stiffness matrices. For the optimal solutions the
following discrete version of the optimality conditions holds, which can be derived as in the
continuous case.

Theorem 4.9. There exists a unique discrete adjoint state pp, € Vi, which, for any discrete
solution (up,yn) € Mp N M(£2.) x Vi, fulfills the discrete adjoint equation

(Von, Von) = (Yn — ya, X2,%9n)  for all ¢p, € V, (4.15)
and the optimality condition
— (e (u— @), p0) + allanll oy < allullaay  for all ue M(2). (4.16)
As in Remark 4.1, the last condition can be equivalently rewritten as

(Yn(w) = Un, X2, Un — Ya)) + allull meoo) — alltnllpmoy) =0 for all we M(£2:).  (4.17)

Note that in the previous result the optimal solution is found in the discrete space Mj N
M(£2.), whereas the admissible test functions for the variational inequalities (4.16) and (4.17)
can be chosen from the continuous space M(2.). This construction facilitates the derivation
of error estimates.

4.3. General error estimates

In this section we derive error estimates which are valid in the generic case. Under additional
assumptions on the location of the 2. and (2, with respect to each other better estimates are
possible, which we will consider in the following section.
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4. A priori error analysis for an elliptic problem

4.3.1. Estimates for the state solution

In order to prove our main result, we first provide some estimates of the state error for a fixed
control u € M(£2).

Lemma 4.10. Let u € M(£2) with associated continuous and discrete states y = S(u) and
yn = Sp(u) be given. Then there holds:

; d
@) Ny = wnllzae) < Cah®>™ 7 ulmeey, g€ (1, “) —+5 =1
(it) Ny — ynllpi o) < CR* A" lull pmo)

with r =2 for d=2 and r = 11/4 for d = 3.

Proof. For the first estimate in case ¢ = 2 we refer to, e.g., [Cas85]. For the general case,
g€ (1,d/(d—2)), we set e = y — yp and

9q(@) = le(x)|*" sgn(e(x)).

By a direct calculation it follows g, € L7 (£2) and

1941l o () = lell oty
We consider a dual problem for the auxiliary variable w € Hg(§2), which is given by
(Vw, V) = (g4, ¢) for all p € Hj(£2).
We define the corresponding Ritz projection wy, € V}, as
(Vwp, V) = (94, 0n) for all o), € V.
With the help of this we can write
e ||Lq(!2 (e,9) = (Ve, Vw)
= (Ve, V(w —wy)) = (Vy, V(w — wy))
= (u,w — wp) < [lul| pm) [w = walley o)

using Galerkin orthogonality for both errors y — y, and w — wy. By elliptic regularity theory
we obtain w € W27 (£2) with

HVQWHLq’(Q) < CngHLq’(Q)

and since ¢’ > 2/d, a corresponding L*°-estimate can be obtained. With an inverse estimate
we get
lw = whllcy() < llw = inwlicyo) + Ch™7 [ipw = will L (),

where 4, is the nodal interpolation. With well-known interpolation estimates for the nodal
interpolant in L and LY and a further application of the triangle inequality, we arrive at

lw = whlleo(2) < CH* V2wl o () + Ch™ Y Jw — w| pr

The optimal estimate
[Jw — whHLq’(Q) = th2||v2w”m’((z)
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was first given in [RS82], albeit only for d = 2. However, the stability of the Ritz projection in
WL which is the central ingredient of the proof, is also known to hold for d = 3 (see [BSO0S,
Theorem 8.5.3]), so the proof can be repeated one for one. Combining all the estimates, we
obtain for the error |le[[q(p) the estimate

lellaen < llullate llw = whlleoe
< Ch® Y ul| iy llel %y

which gives the desired result.

To obtain the second estimate, we set g; = sgn(e) € L*°(§2). There holds

lellL1(2) = (e, 1)

As before, we consider the dual variable w € Hol(Q) and its Ritz projection wy € V}, as the
solutions of

(Vw, V) = (g1,) for all p € Hj(£2),
(Vwn, Von) = (g1,¢n)  for all @), € V.

Then we obtain using the Galerkin orthogonality for both errors y — y; and w — wy, that

el o) = (e, g1) = (Ve, Vw)
= (Ve, V(w —wy)) = (Vy, V(w — wy))
= (u, w — wp) < ”UHM(Q) [|w — wh||co(n)-

For the pointwise error in w we use the result from Frehse and Rannacher [FR76] for d = 2
and Rannacher [Ran76] for d = 3 and obtain

lw — whllcy(2y < CR* A" [|g1]| L~ (o)
This completes the proof. ]

Via the Sobolev embedding theorem we can easily derive an estimate of the following form

d
”?JHLt(Q) < CtHuHM(Q) for all t < T3

for the continuous solutions. For the discrete solutions we can also give a result in the limiting
case for ¢.

Lemma 4.11. Let u € M(£2) with the discrete solution yn, = yp(u) as above. Then we have

lynll Lo (2 <0|1nh|3/2||u||M<m ford =2,
lynllzscoy < Clluhlllullpgy ~ for d=3.

Proof. In the first step we estimate
lnllz=(o) < Cl k|| V]| o) for d =2
by the discrete Sobolev inequality (see [BS08, Lemma 4.9.2]) and

Hyh||L3(Q) < CHVZ/hHLa/z(Q) for d = 3,
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4. A priori error analysis for an elliptic problem

by the Sobolev embedding. Defining ¢ = d/(d — 1) (i.e., 0 = 2 and 0 = 3/2 for d = 2 and
d = 3 respectively), we proceed in a common way with an inverse estimate and the stability of
the Ritz projection with respect to the W1* seminorm (see [BS08, Theorem 8.5.3])

IVynllze2) < ChY7=4Vyp s ()
< Ch7= U3 | Wy sy,

for any 1 < s < o, where the constant C' is independent of s. Then we choose s =s. =0 —¢
for 0 < € < ¢ — 1, which implies that

d d ed
- - = —dilz— d—1).
o S J(U*6)> g el )

We obtain by Lemma 4.1 that
C -
IVynllre (o) < ;h D) a2 -
Choosing now £ = 1/|ln h| we obtain

IVyrllzo o) < Cllnhl||ull pmo),

which, together with the first estimate, completes the proof. ]

4.3.2. Estimates for the optimal solutions

In the next theorem we provide an error estimate for the error with respect to the cost functional.
To state this theorem we need an assumption on the desired state 4.

Assumption 4.1. We assume

L>(02), for d=2
YR 13Q), for d=3.

First, we derive an error estimate for the optimal value of the objective functional.

Theorem 4.12. Let Assumption 4.1 be fulfilled. Let moreover u € M(S2.) be a solution to (4.1)
and up € My, be a solution to the discrete problem (4.14). Then there holds

(@) = gn(@n)| < CR* I hl"
with k =7/2 ford=2 and k =1 for d = 3.
Proof. By optimality we obtain
j(w) < j(up) and  ju(up) < jn(uw).
Consequently we have

(@) = jn(u) < j(@) = jn(un) < j(an) = jn(un)
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4.3. General error estimates

Therefore, it remains to estimate the error with respect to the cost functional for a fixed
u € M(£2.), i.e., to estimate the term

, . 1 1
j(w) = jn(u)] = 5”5(“) - yd||%2(90) - §||Sh(u) - yd”%%(zo)

and then to apply this estimate for both v = u and v = uy,. For fixed u € M(f2.) we now use
the notation y = S(u) and yp, = Sp(u). There holds:

. _ 1 1
j(u) = jn(u) = QH?J - de%%Qo) - §Hyh - Z/dH%%QO)

1

= 5(9 — Yns X2, (Y + Yn — 29a)) (4.18)

1 2
==y = ynxe.a) + 51y = wnllz2ce,) + (¥ = yns x20Yn)-
For the second term in (4.18) we obtain with Lemma 4.10.(i) for ¢ = 2 that

ly = ynllZ2(0,) < Ch* = |ul3 -
The other terms are estimated separately in two and three spatial dimensions. For d = 2 the
first and last terms in (4.18) are estimated using Lemma 4.10.(ii):

W — yno X29a) < Iy — vnllpr gy allze(o,) < CRAM R [ul| pmo,),

(¥ — yno X2,9n) < 1y — vl o) 1l e 2y) < CRA AP [l aaeon) lynll Lo (2,)-
Additionally, by Lemma 4.11 we have |[ys||r=(2) < ]1nh|3/2||u||M(Qc). For d = 3 we use
Lemma 4.10.(i) with ¢ = 3/2 for the remaining terms in (4.18) to obtain

(Y = Yns X2,¥d) < 1y — Ynllpsrzo,) Vallsa,) < Chllull v
(Y = Yns x2,9n) < 1Y = Unll 32, 1nllLsa,) < Chllullmean 1ynllLea.)-

We apply again Lemma 4.11 and complete the proof. O

Remark 4.2. i) Assumption 4.1 is only slightly stronger than the corresponding assumption
in [CCK12], where yq € L*(£2) in two dimensions and y; € L3/3(£2) in three dimensions is
assumed. By using a different exponent in the Hélder inequality at the end of the proof of
Theorem 4.12, we can also derive a weaker estimate under such assumptions on y.

ii) Assumption 4.1 excludes the case where the desired state y4 is given as a Green’s function.
However, for construction of irregular examples with known exact solutions (see section 4.6),
it is desirable to choose y4 to be the solution of

—Ayqg =0y, in £2,
Ya =20 on 02

for some z¢ € (2. For this choice of y, there holds:

ya € L1($2) forall g € (1,00) ford=2,
and yg € L>7°(2) foralle € (0,1) ford=3.

The result of Theorem 4.12 can be directly extended to to this situation. In this case an
additional logarithmic term |ln h| will appear.
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4. A priori error analysis for an elliptic problem

In the next theorem we prove the main estimate for the error in the state variable.

Theorem 4.13. Let the conditions of Theorem 4.12 be fulfilled. Then there holds

15 = Gnll 20,y < CH*~%?|In h|F/2.

Proof. We use the optimality condition (4.6), choose u = uy and obtain
(S(un) — U, x2,(¥ — Ya)) + alltnll ma.) — ellal rme.) = 0.
For the corresponding discrete optimality condition (4.17) we choose u = 4 resulting in
(Sh(@) = U X2, (n — ya)) + allul mee,) — allunl me,) = 0
Adding these two inequalities we arrive at
(S(un) — ¥, X2, (Y — ya)) + (Sn(@) — Yn, X2, (Yn — ya)) > 0.

Rearranging the terms we obtain

(Un — Y, X2,(J — ya)) + (S(Un) — Un, X2, (¥ — Ya))
+ (U = Yns X2, Un — ya)) + (Sn(@) — ¥, x2, (Yn — ya)) =0,

resulting in

15 = Gnll72(0,) < (S(@n) = Gns X2, (5 = ya)) + (Su(@) — §, x2,(Gn — ya))
= (S(un) = Un, X2, — Su(w))) + (S(Un) — Yn, X2, (Su (@) = ya)) + (Sn(@) — ¥, X2, (Yn — y(d)). |
4.19

For the first term in (4.19) we obtain with Lemma 4.10.(i) for p = 2 that

(S(iin) = s X2,(§ = Su(@))) < 1S(n) = Gull 220, 17 = Su(@) 220,
< CP Yl mqao) | ) -

The second and the third term in (4.19) are estimated by the same procedure as in the proof
of Theorem 4.12 resulting in

15 = GnllZ2(0,) < Ch*nhl".

This completes the proof. ]

4.4. Improved estimates

In the following we derive improved error estimates, which are only valid under additional
assumptions on the positions of 2. and (2. with respect to each other.
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4.4.1. Global observation

At first, let us consider the case where the control set is contained in the observation domain,
i.e., where

. C (2.

In this situation, we can provide an error estimate as in Theorem 4.13 for the state and the
control on the whole domain. We start with the observation that the optimal solutions of the
continuous problem are unique.

Proposition 4.14. Assume 2. C §2,. Then, problem (4.1) possesses a unique optimal solution.

Proof. The observation x g,y of the optimal state is unique; see Proposition 4.3. Additionally,
the optimal control « is uniquely determined by x g, ¥ since the control to observation operator
X0, © S is injective: Take u € M(f2.) and suppose that xo,y = 0 for y = S(u). This implies
y = 0 with the maximum principle (cf., e.g., Lemma 4.20 below) and thus u = 0. Therefore,
the optimal solution (u,y) is unique. ]

As a preparatory result for the error estimate we need the following lemma.
Lemma 4.15. Assume 2. C §2,. Then, it holds
supp up , suppu C {z € 2, | dist(z,02,) > n}
for some n > 0 depending only on the problem data.

Proof. We use that the adjoint state p is Holder continuous as in Corollary 4.5. For the discrete
adjoint states we can obtain the uniform bound

IPnllco.s(2) < Cllprllwrae) < Cllp(n)llwia@) < Cllgn — vdllL2(0,) < Cllvallz(o,)

using the stability of the Ritz projection in W14 for ¢ > d, where p(y,) solves the continuous
adjoint equation (4.15) with the discrete g, instead of ¢ on the right hand side. Together with
the Dirichlet boundary conditions and the conditions on the support of the optimal controls
we therefore get

supp iy, , suppu C {x € £2 | dist(x,002) > m } = Ay,

for some 71 > 0 depending on the constant in the estimate before. The set A, is compact, since
12, is relatively closed. With A, C {2, and {2, open, we find a suitable 7 < n; by considering
that dist(-,0f2,) > 0 must assume a minimum on A,,. O

Now, we will extend the error estimate for the state from Theorem 4.13 to an estimate on
the whole domain and provide a complementary estimate for the optimal controls.

Theorem 4.16. Assume (2. C {2, and that the conditions of Theorem 4.12 are fulfilled. Then
we have the estimate

15— Gnll 2oy + 1@ — anllg-2@) < Cp k=2 [ln k|

with k as in Theorem 4.12 and n from Lemma 4.15.
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4. A priori error analysis for an elliptic problem

Proof. With the elliptic regularity and Lemma 4.10.(i) we obtain

17 = Gnllze) < 1S(@ — @)z + 1S@@) — Gnllzz) < 1@ — @nllg-20) + C h2~2,

For the estimate of the control we choose a smooth function w;, € C§°({2) which is zero on 2\ £2,
and equal to one on {z € (2, | dist(z,0f2,) > n} C §2.. This is possible due to Lemma 4.15.
Then we have for any 1 € H?({2) that

(@ —up, ¥) = (U= up,wyp) = (VS(u = un), V() = =y — S(un), Alwyy)).
For the expression in the last term we obtain
A(wy)) = Awyy) 4+ 2Vw, Vb + wy Ay,

and since the derivatives of w,, are bounded and depend only on 7, we can estimate

[A(wy)[| < CyllYll g2(02)-
Moreover A(wy1) = 0 on §2\ {2, and thus we have

(u—un,¥) < Cyllllm2@)lly — S(un)llz2(a,)-
Dividing by [[¢)|| 520y and taking the supremum, we obtain
lu—anllg-20) < Cylly — S(un)lr2(0,)
< Gy (HZ? — Unllz2(2,) + 1Yn — S(ﬁh)\lw(m)) < Cy h* 2| n|*/?,

where we applied Theorem 4.12 and Lemma 4.10.(i) for ¢ = 2. This concludes the proof. [

4.4.2. Global control and observation
Now, we consider the case of control and observation on the whole domain, i.e., where
2. =12, = 1.

As we have seen in section 4.4.1, the optimal solution of the problem is unique. Furthermore,
we can infer higher regularity of the optimal solution from a regularity assumption on the
desired state. Specifically, we show that if the desired state y4 is bounded, the same holds for
the optimal state y. For instance, this immediately rules out Dirac measures for the optimal
controls w. The main result is given next.

Theorem 4.17. Assume (2, = 2. = {2 and that the desired state yq is in L>°(£2). Then the
optimal state y is also in L°°(§2) and there holds

19l 2o 2y < llyallzo(2)-
For the proof of the result, we need some additional preparation. Let us give first a direct

consequence of this theorem, which is an additional regularity for the optimal control u and
for the optimal state y.
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Corollary 4.18. Assume 2, = (2. = (2 and that the desired state yq is in L°°(§2). Then the
optimal state y lies in H}(£2) N L>®(£2) and the optimal control @ lies in H=1(£2). There holds

IVlZ200) < @l 1Yall o) and @l g1y = IVl L2 (0).

In order to prove Theorem 4.17 and Corollary 4.18 we use some results from potential theory:
First, introduce the Green’s function Gg: 2x 2 — RTU{+00} asin, e.g., [AGO1; Lan72]. Then,
for a positive measure € M(£2), u > 0 we define the numeric function v*: 2 — RT U {+oc}
by

v = Saln) i= [ Galx)du(a). (4.20)

which is subharmonic and thus lower semicontinuous (see again [AG01]). If we normalize the
Green’s function Gy, by the right constant, we obtain the following simple result.

Proposition 4.19. For a compactly supported p € M(£2), p > 0 the weak solution v € Wol’S(Q)
with 1 < s < d/(d — 1) to the problem

—Av=ypu in 2,

(4.21)
v=0 on Jf2,

is equal to v* = Sg(u) (Lebesque-)almost everywhere.

Proof. With [AGO1, Theorem 4.3.8] the function v* is a distributional solution of (4.21), and
by a density argument, it is also a weak solution. O

With the help of the above representation, we obtain a pointwise representative of the optimal
solution y*: 2 — RU{ —o0, +00 }, defined as

y* = Sa(ut) - Sa(a”) = Sa(u).

* is well

Due to (4.7) the measures u' and @~ are compactly supported, and with (4.8) y
defined with values in R U { —oo0,00}. With Proposition 4.19 we easily derive that y* = gy

almost everywhere.

The next lemma states (roughly speaking), that if the optimal state is bounded on supp u,
then it is bounded everywhere on {2 by the same constant. For positive measures of bounded
variation this statement can be directly obtained from [Lan72, Theorem 1.6'] in the two-
dimensional case. For d = 3, the analogous result [Lan72, Theorem 1.10] is stated only for
2 = R, Therefore, we provide a direct proof.

Lemma 4.20. Let u € M(S2) be the optimal solution of (4.1). If y* = S (u) is bounded from
above by some constant C* > 0 on suppu™, then it is bounded everywhere by C*. Analogously,
if y* is bounded from below by some C~ < 0 on suppu—, then y* is bounded from below
everywhere by C~.

Proof. Without restriction it suffices to show the first part of the result. Suppose that y* < C*
on supp ut. With (4.8) we estimate

Sa(a) =y* +Sa(a”) < CT + Cylla || a2 on suppu’,
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where C,, = Clog(diam £2/n) for d = 2 and C,, = C/n for d = 3 due to the growth properties
of the Green’s function. Thus, Si(u') is bounded on suppu™ as well. With [AG01, Corollary
4.5.2] we can now construct a sequence of compact sets K; for i € N with

/ dat = ﬂ+(supp at \ K;) -0 fori— oo, (4.22)
supp at\K;

such that the functions Sg(a"|k,) are continuous. Now, we consider the solutions
yi = Sa(u’|k,) — Sa(@™) <y’

Recalling that —Sg(u ™) is upper semicontinuous, we obtain that each y; is upper semicontinuous
as well. For each xy on the boundary of 2\ suppu™, which is a subset of suppa™ U 92, we
have y;(zo) < y*(z9) < CT and with upper semicontinuity
limsup y;(z) < C™. (4.23)
T—T0

Using the fact that y; is subharmonic on {2 \ supp¢™ and the condition (4.23) we apply the
maximum principle for subharmonic functions [AG01, Theorem 3.1.5], and obtain that y; is
bounded by C* everywhere on {2 for all i € N.

To complete the proof, it remains to show the convergence y;(x) — y*(z) for all x €
2\ supput. Let x € 2\ supput be fixed. We denote by § = dist(x,suppu™) > 0. There
holds

i)~ (@2)] = ISe@* 1))~ S )@ < G [ dut =0

for i — oo, where we have again used growth properties of the Green’s function and (4.22). [
With these preparations we can give proofs of the claimed results.

Proof of Theorem 4.17. Assume the contrary, i.e., that we have constants M, e > 0, such that
lyq| < M almost everywhere in 2, but |y| > M + € on some set of positive Lebesgue measure,
ie.,

Hze?|ylz)>M+ce}|>0.

Due to Lemma 4.20 we can find a point # € suppu™ where y* = Sg(u) is larger than M + e.
Considering a ball By (x) of radius n around this point, we have with Corollary 4.5 that
u~|p, () = 0 and therefore that S¢(i|p, (3)) is lower semicontinuous. We decompose

y" = Sc(ulp, ) + Sc(tlo\s, @)

and obtain that S¢(u|o\p, (4)) is harmonic and consequently continuous on By (#). This implies
the lower semicontinuity of y* on B, (Z). Thus, the set

{zeBy(z) |y (z)>M+e}

is open, and we can find a radius » > 0 such that § > M + ¢ almost everywhere in the ball
B, ().
Note that # € suppat implies p(2) = —a with Theorem 4.4. We define w to be the solution
to
—Aw =¢ in B,(%),
w=0 on 0dB,(%),
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which is clearly strictly positive at . Considering the minimum principle for p = p — w which
fulfills

!

—-A

Y—ya—e>0 in B.(2),
on 9B, (%),

=
I
]

we see that the minimum value puin = inf,ep, (z) P(Z) must be attained for some 2’ € dB,. ().
Comparing with the center Z we find

p(z') =p(@’) = (p— w)(@') < (p— w)(&) < p(2) = —a,
which is a violation of the bounds on the adjoint state (4.4) and thus a contradiction. O
Proof of Corollary 4.18. The result can be derived by considering a sequence of smooth ap-

proximations to u, testing the corresponding state equation with the smooth solution and a
subsequential weak limit argument.

However, the statement directly follows from a well-known classical result: Since y* is Borel-
measurable (as the difference of two lower semicontinuous functions) we can pair y* with «,
and since, by the previous theorem, y* is bounded, we obtain

v () dii(z) = /Q /Q Golz, ) du(z) di(3).

With [Lan72, Theorem 1.20], this implies Vy* € L?(£2) and

il 15"y = (@9) = [

| [ Gale.a)di@) da@ = 99|30,
nJo
which implies the first part of the claim. The second assertion is evident. O

In the following we use the additional regularity derived above to provide an improved
estimate under the assumption that y4 is bounded.

Theorem 4.21. Suppose 2, = 2. = 2. For both d = 2 and d = 3, let (u,y) be the solution
to (4.1) and (up,yn) € Mp x Vi, be the discrete solution. Let moreover yq € L*(§2), which
implies § € H3(2) N L>®(N2) and u € H-1(2) with Theorem 4.17 and Corollary 4.18. Then
there holds

19 = Gnllzz() < Chlmh[""?,

with the constant r as in Lemma 4.10.

Proof. First, we obtain an L?(§2) estimate for i, — ¢ in terms of an L>°(2)-error for the adjoint
state. For that, we use the optimality condition (4.3), choosing u = uy,

—(tn — U, p) + alul a2y < alltnll v,
and the optimality condition (4.16) choosing u = u

—(u — tp, pp) + altn| pme) < alltf pmo)-
Adding these two inequalities results in

(up, —u,p—pp) = 0.
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We introduce a discrete dual state p, € V}, for the continuous optimal solution defined by

(Veon, Vin) = (§ — ya, pn)  for all pp € V.
and 9§ = yn(u), the discrete solution for the continuous optimal control. There holds
= (Up — u, p — Pn) + (un — U, P — Pn)
+ (V(Un — 9n), V(Dn — Pr))
+( h_yhay_yh)
+ (G = n 5 = Tn) = 15— Gl 720

Rearranging terms and using Young’s inequality we obtain

— 2 - - - Lo .2 L
19 = Fnllz2(0) < lan = allm) 1P = Balle ) + 519 = Gullzaie) + 517 = Gnllz2e)
which results in
17 = GnlF2() < ClIB = DallLe(2) + 17 — 9nll72(0 (4.24)
since [|u|| sy and ||up|| (o) are bounded. For the first term we obtaln with an L*°-estimate
as in the proof of Lemma 4.10.(ii) that
15 = Pull ey < CR*nA|"[[§ — yall L (o)

The square root of the second term in (4.24) can be estimated by

19 = OnllL2(0) < Chllal| g

which can be obtained from standard estimates with a simple duality argument. Together with
the improved regularity for ¢ and @ this completes the proof. O

4.5. Regularized problem

As discussed in chapter 2, for the numerical computation of optimal controls we are going to
consider a regularized version of the optimal control problem. Here, we consider only the case
where the control set can be written as the relative closure of an open set: we assume that

2. =int 2. N (2.

This is needed to explain the space L?(§2.). We remark that we could also discuss the case
where (2. is a sufficiently smooth lower-dimensional manifold. However, for the regularity and
error analysis we would have to use different techniques in this case (since we are not in the
setting of a spatially distributed control). The regularized problem is given in the continuous
setting by

min Ly = yal2a(0, + ellullpr oy + Ll
ueL2(Q) yeHY(Q) 2 ’ vo2 ‘

subject to  (Vy, Vo) = (xo.u, ) for all o € H} (),

(4.25)

where v > 0 is the regularization parameter. For analysis of the problem (4.25) for a fixed
nonzero -y we refer also to [Sta09] and [CHW12b; CHW12a] (in combination with a semilinear
elliptic equation). By strong convexity of the reduced objective function corresponding to (4.25)
we obtain the existence of a unique optimal solution.
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4.5. Regularized problem

Proposition 4.22. The regularized problem (4.25) has a unique optimal solution (tu~,yy) €
12(0,) x (H3(2) 0 H(92).

To derive optimality conditions for (4.25) we recall the proximal map of the L! norm from
section 3.3.2, which is given for any ¢ € L?(f2.) by the Nemyckii operator (the soft-shrinkage
operator)

Py(q) = shrink, . (q) = (¢ — a/7)" = (¢ +a/7)".
Thereby, the optimality condition for (4.25) can be obtained as follows.

Theorem 4.23. Corresponding to the unique optimal solution (u.,y,) of (4.25) there exists
an adjoint state p, solving the adjoint equation (4.2), which fulfills the variational inequality

— (P + 7 X, (0 — 0)) + i3y < allullgg, forallue L(2).  (4.26)

The variational inequality (4.26) can be alternatively expressed by the pointwise proximal formula
_ 1 _ ]. _ + — —
U/fy = P’Y _;X.Qcpv — ; ((_chp'y — Oé) — (_XQcp'Y =+ Oé) ) . (427)

Remark 4.3. The variational inequality (4.26) also has an equivalent pointwise representation.
For every = € (2. it holds that

—(py(x) + yuy(x)) (@ — uy(2)) + a|uy(z)| < ala] for all @ € R.

Note that w, = 1/~ shrink,(—xn.py) is continuous. The pointwise variational inequality is
simply the (sufficient) optimality condition for the pointwise proximal representation (4.27).

4.5.1. Regularization error analysis

In the case 2 = 2. = §2,, convergence of u, —=* u in M(f2.) has been shown in [CK1la].
In the general case, we apply Theorem 2.28 from section 2.5. Furthermore, we can derive an
asymptotic a priori estimate for the error in the functional based on the techniques introduced
by Hintermiiller, Schiela, and Wollner [HSW14]. For this we need the additional assumption
that (2. fulfills the cone condition. It is fulfilled, e.g., if £2. has a Lipschitz boundary (see [AF03,
Chapter 4]). Following their notation, for any domain D C 2, we extend the definition of
the space of Holder continuous functions C#(D) for exponents 1 < 8 < 2. We define it as the
space of continuously differentiable functions with 8 — 1 order Holder continuous derivatives
(usually denoted by C#~1(D)). Additionally we define the corresponding spaces with zero
boundary conditions as Cg (D) = {v e C’(D)|v|pp = 0}. Now, we restate the following result
from [HSW14].

Proposition 4.24. For any 0 < 8 <1 and v € C?(£2,), we have the interpolation estimate

g

lollz(en < ClelEsCo, 1ol ay  for 0= 575

Furthermore, for any domain D C {2 and a positive function v € Cg(D) with 0 < B < 2, the
estimate
B

- <C 1-6 0 g—_ "
ol < Cllellgln ol ) for 0= 52

is valid for all 0 < g < 2.
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4. A priori error analysis for an elliptic problem

Proof. The second part is proved in [HSW14, Proposition 2.4]. The zero boundary conditions
are needed to ensure that the maximum of v is attained in the interior of D. As indicated
in [HSW14, Remark 2.5], without zero boundary conditions the estimate for 5 € (0, 1] remains
valid on domains fulfilling the cone condition. O

Additionally, we need some a priori estimates for the optimal solutions which are independent
of the regularization parameter.

Proposition 4.25. Forany s < d/(d—1), g < d/(d—2) and B < 4—d, there ezists a constant
C > 0, such that for all v > 0 the following estimates are valid for the optimal triple (i, U, D)
of (4.25):

_ Yoo
lay () + 5“%”%2(96 <, (4.28)
971l La(2) + 19y lwrs @) < C, (4.29)
1Dy lles () + 1Py lw2a(2) < C. (4.30)

Proof. The estimate (4.28) follows by straightforward arguments using the minimality of .; cf.
Theorem 2.28. For the state, we apply now Proposition 2.8 and the Sobolev embedding with
1/q=1/s —1/d. For the adjoint solution, we use the previous result to obtain an estimate for
X2, (Uy — ya) in LY(£2) and then apply Theorem 4.6. The estimate for p, in the Holder norm
is again a consequence of the Sobolev embedding with § =2 —d/q =3 —d/s. O

Thereby, we can obtain the following asymptotic estimate for the regularization error (cf.
[HSW14, Corollary 2.6]).

Proposition 4.26. The error in the objective functional due to regularization is bounded by
0 < jiy(uy) — j(u) < Cv°

where s = 1/3 in two dimensions and s = 1/4 — e (for ¢ > 0 arbitrary) in three dimensions. If
we suppose that 2. = {2, we obtain the improved rate s = 1/2 — ¢ (for € > 0 arbitrary) in two
dimensions.

Proof. We define the positive and negative support sets of the control by

2" ={z e 2 |py(x) >al,
27 ={xed|pyzr)<—-a}.

With Holder’s inequality, the optimality conditions, and (4.28) we derive
a7z < Nyl Lt 8yl oo 0 < ClIL/ v shrinka ()| Los (2,)
C ) _ C _ _ _
= ;”Shrmka(p'y)HLoo(Qc) =7 max { [|(By — @) || oo (24, [|(By + @) ||z }-

Now, we apply Proposition 4.24 separately in the case §2. = {2 and the general case. In the
general case, we set f = min{1,4 —d — e} for some ¢ > 0 according to Proposition 4.25
and note that shrink,(p,) € CP(£2.), since the max-operator preserves Hélder continuity. We
estimate for 6 = /(5 + d) with the first part of Proposition 4.24 that

Ishrinke (5,2 (0,) < 17915, shrinka (5,)[%:
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In the case {2, = {2 and d = 2 an improvement is possible: due to the zero Dirichlet boundary
conditions of p, we can guarantee that (py — a)"[9o+ = 0 and (py — @) |gn- = 0. Therefore,
we can apply the second part of Proposition 4.24 with 5 =4 —d —¢ and § = 3/(d + ) to
obtain

_ _11-0 _ 0

1By — ) Tl (o) < 1Pyllga(oll By — @) T llLi 04y
and similarly for the negative part. We proceed in a common way for the choices of 5 and 4 as
indicated above and obtain

_ . _ - . _ - 10 - _
930220 < 123 ey lshrinka (52) 0y = 07123 el a0y < O

using again the optimality conditions and the estimates (4.28) and (4.30). Finally, we apply
Corollary 2.29 to compute

. . 1
0 < jy(ity) = j(u) = /0 5ltollZa (o, do < Cyf = O+,

This results in s = 0 = /(S + d) for the choices of £ indicated above. O

4.5.2. Optimization aspects

We can solve the regularized optimization problem with the methods from chapter 3. In the
notation used there, we define the smooth and the convex part of the reduced cost functional
as

fu)=J(S(w) and (u) = allullpig,) forue L*(£2),

respectively. As usual the reduced cost functional is defined as
o) = Fw) + () + Sl iz, for ue LX),

Here, S: L%(§2.) — H}(£2)N H?(£2) is the solution operator of the state equation. The gradient
and Hessian of f are easily derived as

Vi) = S*(xo,(S(u) —ya)) and V2f=S*yg,5,

where S* = x,Sdual and Squa) is the solution operator of the dual equation (V-,Vp) = (f,-)
which can be considered as an operator

Sauar: L*(2) — Hy(2) N H*(2), [~ p.
The proximal map of ¥ in L2(§2.) evaluates to

P’Y(Q) = Shrinka/'y(Q)

for any given q € L?(2.); see section 3.3.2. Since the adjoint solution operator Sgu. maps
L?(£2,) continuously into CfB(_Q) for some B > 0, we have a more than sufficient norm-gap to
apply the general theory (see also [Sta09]).

Proposition 4.27. Let ¢, = —1/yx0.py € L*(£2.) be the optimal auziliary variable with
Uy = Py(qy). Suppose that for a given qo € L"(§2.) with r > 2, the distance |qo — @y||Lr(0.)
is sufficiently small. Then the semismooth Newton iterates, defined inductively as qpy1 =
qx — DG (qr)"*G(qr) for k € N converge superlinearly in L"(§2.) towards g, (cf. section 3.2).
The same holds for uy, = Py(qy) with limit @..
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4. A priori error analysis for an elliptic problem

Proof. Since f is convex and v > 0, invertibility of the Newton operator is guaranteed; see
Lemma 3.14. As discussed in section 3.3.2, Py: L"(§2.) — L?*(£2.) is semismooth w.r.t. the
generalized differential given there. Therefore, the iterates are well-defined. Now, we combine
Theorem 3.7 and Proposition 3.11 with the choice H = L?(f2.) and Hgy, = L"(£2,). O

In practice, if we solve (4.25) for a large initial parameter -y, we observe global convergence
of the semismooth Newton method. In fact, global convergence for a control constrained
problem was shown by Ito and Kunisch [IK04, Theorem 3.1] (the result is valid for a sufficiently
large regularization parameter v). Moreover, we observe the same behavior if we reduce the
regularization parameter by a fixed constant and use the optimal solution for the previous
parameter as an initial guess. With this algorithm, a globalization strategy of the semismooth
Newton method is usually not needed.

4.5.3. Discretization of the regularized problem

The regularized problem (4.25) is very similar to a standard problem with control constraints.
In fact, it is well known that (4.25) can be rewritten as a control constrained problem (with
two controls) by splitting it into the positive and negative part v = u* — u~. The L' norm
then turns into a linear term in u™ and u~, respectively. For control constrained problems,
we can find many finite element discretization concepts with a rigorous error analysis in the
literature. For the sake of comparison, we briefly present the three most popular of those (in
combination with linear or bilinear finite elements for the state). We will briefly explain the
piece-wise constant, piece-wise linear, and variational discretization concept and summarize the
known error estimates in each case; cf. also the overview given in Troltzsch [Tr610a]. For all
standard discretization concepts, the state equation is discretized in the standard conforming
way as

(Vyn: Vor) = (xa.un, o) for all o5 € Vp, (4.31)
where uy, is searched for in different spaces Uy, C L?(£2,).

Both the piece-wise linear and piece-wise constant discretization do not yield the unregu-
larized discrete problem (4.11) in the limiting case for v — 0. The variational concept has
nice theoretical features, but is more difficult to realize in practice. Therefore, we propose a
new variant based on mass lumping, which has a nice connection with the discretization of
the unregularized problem (4.11) and combines an easy implementation with a rigorous error
analysis. Under an established structural assumption on the optimal control of the regularized
problem, we derive an estimate for the discretization error with the optimal order O(h?). The
result (which is analogous to known post-processing results for control constrained problems for
piecewise constant control discretization due to Meyer and Résch [MRO04]) is based on a linear
discretization of the control and seems to be new also in the context of control constrained
optimization.

In the following, we will use the same notations for the discretization 7 as in section 4.2
and make the same assumptions. Specifically, we make the same compatibility assumption on
the control set and the mesh as before.
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4.5. Regularized problem

Piecewise constant controls

Here, the control is discretized with piecewise constant, discontinuous finite elements. It is
searched for in the space

U;?:{uhEL2(Qc) ‘ uplg € Po(K) for allKG'ﬁf}.

The control cost term is discretized in the standard conforming way and can be implemented
in a straightforward manner. We obtain an optimality condition giving the optimal control as
Up, = 1/7shrinka(—x0. PP (Pr~)) (cell-wise), where PP: Vj, — U} is the L? projection. This
control discretization is considered in [CHW12b; WW11], where an a priori estimate in L? for
the optimal controls of the order O(h) is derived. This is in agreement with the approximation
properties of piece-wise constants and the usual estimates for control constrained problems;
see, e.g., [ACT02; CT03] and the references therein.

However, higher order reconstructions can be obtained from this discretization with the
post-processing approach. The idea behind the reconstruction is to evaluate the continuous
optimality condition with the discrete optimal adjoint state, i.e., we set

~ 1
Ugry = Py (—7 chﬁhﬁ) pointwise in (2.

Under an additional assumption on the structure of the active sets, which is often fulfilled, one
can show a convergence order of O(h?) for the post-processed controls in L?; see, e.g., [MR04;
RV06] for the control constrained case. This discretization offers a good trade-off between ease
of implementation and accuracy. In the context of the regularization of problem (4.14) it is
inconvenient that there is no direct connection between the solutions of the discrete and the
discrete regularized problem, since the controls are discretized with a nodal basis in the former
and with a cell-wise basis in the latter case.

Piecewise linear controls

Here, the control is discretized with piecewise linear, continuous finite elements. It is searched
for in the space

U%:{uhzxgcvh’vhévh}

In this case, the practical implementation is not completely straightforward. For an arbitrary
up, € Ué, the control cost term

Junllzran = [ un(a)|da

c

can not be accurately evaluated with a standard quadrature formula, or even by a matrix
vector product on the level of the nodal vector. Note that the integrand |up(-)| is not twice
differentiable on a cell K € Ty, if u; changes sign there and that the L' norm is not a linear
functional. However, this difficulty can be overcome by splitting the control into a positive and
negative part on the level of coefficient vectors. For u, = x . >",, une, we can set

1 o i -
uz = X2 (Un)+en and  up"™ = xq. Z(un)ie"'
n=1 n=1
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4. A priori error analysis for an elliptic problem

We have uj, = uP™ — o5 with ™ 4200 > 0 (pointwise in 2.) and the L'(2,) norm can
be implemented as the sum of the two linear functionals

Nec
lunllLr(20),n :/ uglus(x) dx+/ up "™ (z) dz = Z\un\/ en(z)dz.
Qe Qe = Qe

Note that |lunllr1(0.)n > llunllpio.) for all uy € Ul. Consequently, we arrive at the discrete
problem (cf. also [WW11, Section 4.4])

. v 2
min J(Spup) + al|lupllricoy s + =||lu )
uin, (Shun) + allunl Ly n + 5 lunllzz o,
Here, the optimality condition can not be given by a pointwise formula in terms of the adjoint
state. This is due to the fact that the discrete version of the proximal map

h . 2

P (qn) = argmin §||uh = anllz2(0,) + llunll L) n
up€Vh

does not possess a pointwise solution formula. However, we can obtain the following coordinate-

wise optimality condition, linking the optimal adjoint state pj, = >_, Pnen, and the optimal

control iy 4 = ), upe,. We obtain the variational inequality for the discrete problem as

(Phy + Yhys X2 (uh = Uny)) + llng o) n < allunlliann  for all uy € Uy
(£2c) (£2c)

By choosing uj, — 4y, = *e, for n € {1,...,N.} we can obtain a corresponding discrete
optimality system.

Remark 4.4. In practice, we observe that the optimal solutions are sparse; for n € {1,..., N, }
the inequality |(ph, x2.6n)| < @ [ en implies i (2n) = 0. Furthermore, it seems that the
optimal solutions do not change sign on any given cell for h small enough, which justifies this
implementation of the control cost term. A rigorous explanation of this effect is complicated
by the non-local nature of P,;l: U ﬁ — U, ,1 as defined above.

However, even though the implementation of the problem with linear controls is slightly
more involved, the error analysis only yields a rate of O(h) for the controls in L?(£2,); see, e.g.,
[Cas07; WW11; CHW12a]. A more refined analysis under a similar structural assumption on
the optimal solutions as in the post-processing approach yields an improved rate of (’)(hg/ 2): see,
e.g., [R6s06] for a control constrained problem where only the control is discretized or [BV07]
for a convection-diffusion problem using stabilized finite elements. To the best of the authors
knowledge, there are no post-processing results for this discretization to guarantee O(h?)
convergence.

Variational control discretization

In the variational approach due to Hinze [Hin05], the control is initially not discretized at
all, i.e., we search uj, € L?(f2.). The practical realization of this approach is based on the
optimality condition for the resulting semidiscrete problem, which is given by

1
Up~y = Py (—7 szcphﬁ) pointwise in {2,

where py, , is the corresponding discrete optimal adjoint state. Note that uj - is not an element
of U ,1, in general. However, it can be treated in practice by storing the discrete auxiliary variable
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qn = —1/vx0.pn, or by other techniques; see [HV12]. In the numerical implementation, integrals
of the form (Py(gn), ¢n) for o5 € Ul have to be evaluated, which can be done by specialized
quadrature formulas or by adaptive quadrature. However, this entails a high implementation
effort.

The advantage of this method lies on the theoretical side: Since (in theory) the control is
not discretized at all, there is no corresponding discretization error. Therefore, for a problem
with control constraints, an L? error estimate for the controls of order O(h?) can be derived
directly; see [Hin05]. This can be carried over to the problem at hand with minor modifications;
see [WW11, Corollary 4.5]. However, since we will not use this discretization concept (due to
the high implementation effort), we will not go into further detail.

Piecewise linear controls with mass lumping

Since the controls are discretized as nodal Dirac measures in the unregularized problem, we are
interested in a control discretization that yield an equivalent problem to (4.14) in the limiting
case for v — 0. From the three approaches presented before, this is only the case for the
variational discretization.

Remark 4.5. More precisely, we observe that the optimality conditions for the discretized
problems for v = 0 yields an optimality condition which implies the inequality

|(Bros X2 0m)| < /Q ondz for all gy, € Uy,

where pyp, o is the optimal adjoint state and Uj, is the respective discrete control space. Note
that only for U, = L?(§2.) this condition implies the inequality |ps 0| < a pointwise in (2.
(as in the original discrete problem (4.14)). In the piece-wise constant case we only obtain
|P,?ﬁh,0] < « and in the piece-wise linear case we obtain a variational inequality involving the
Galerkin mass-matrix (which does not allow for a pointwise resolution, in general).

In the following, we consider an approach based on mass lumping, which yields an equivalent
problem to (4.14) for v = 0. We propose the following discretization, which is also derived
directly from the regularized problem (4.14). It is given by

min Ly~ vall3ago,) + allunloann + 2l
up €U, yn€Viy 2 ° ¢/ 2 c)

(4.32)
subject to  (Vyn, Vor) = (xo.un, ¢n)n  for all ¢, € V.

Here, the terms with the subscript h are computed by using the trapezoidal rule for the
evaluation of the integrals from each cell (cf., e.g., [AKV92; Ran08]). For a given function
f € Co(£2.) we define

Ungf(x) dmL = D Quapx(f):

KeTy

where Qvap k is the trapezoidal rule on the cell K. It is easy to see that with the nodal
interpolation i;, we have

[ s@aa] =[] @n@as] = [ e

h

The first equality holds since the trapezoidal rule only evaluates the function in the grid points
Zn, where we have (ipf)(z,) = f(zy), and the second holds since the trapezoidal rule is exact
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for cell-wise linear functions. With this, we can directly derive that for u, € U, ﬁ and ¢p, € Vy
we have

_ N,
Junllsiagn = | [ luna)lde] =3 dafun(en),

L/ f2e h n=1

_ N,

Jun o = | [, un(@Pds] =3 dounlen (4.33)
-vRce h n=1

Ne¢
and (xa.un o = | [ w(m)w(z)dx}h:Zdnuhm)wh(m

- n=1

where (d,), for n =1,..., N, is the diagonal of the lumped mass matriz. It is given by
d, :/ en(z)dr formne {1,...,N.}.
2

As a consequence of the discrete form of the lumped terms we easily see that the discrete
problem for v = 0 corresponds to (4.14).

Proposition 4.28. Let up = >, updz, € Mp be an optimal solution of (4.14). Then the
finite element function given by

Ne

_ Un 1
Un,0 = X2 Z d—en e U,

n=1 """

solves the reqularized problem (4.32) for v = 0.

Proof. This is a direct consequence of the coordinate-wise expression for the lumped terms and
the algebraic identities

Ne
1nollLr(20,n = D lunl = [|Tnllaee)
n=1
and
Nc
(X2tn0:Pn)h = > un@(®n) = (X, Un, Ph),
n=1
which holds for any ¢ € Vj,. O

It is well known that the lumped L? norm is equivalent to the L? norm on the discrete space,
i.e., we have the inequalities

callunlZaionn < lunltego,y < llunlleqo,,  for all uy € Uy.

for a constant ¢4y depending only on the dimension d. In fact, we have co = 1/4 and ¢3 = 1/5;
cf. [CHW12a, Remark 3.1]. Therefore, it is justified to endow the space U} with the lumped
inner product. To see that (4.32) has a unique solution, it suffices to see that the corresponding
reduced cost functional is strongly convex.

Proposition 4.29. The discrete regularized problem (4.32) has a unique optimal solution
(Uhys Yniy) € Up X Vi

By standard arguments, we obtain the following optimality conditions.
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Proposition 4.30. Let (up,yn~) be the optimal solution of (4.32). There exists a corre-
sponding adjoint state py  solving the adjoint equation

(Von, Vony) = (X0, Uny — Yd)son)  for all ¢p, € V. (4.34)

It fulfills the following variational inequality

— (Dhy + Yy X2 (un — Gny))n + &llting 1000 < allunllpioyn  for all uy € Uy, (4.35)
which can be equivalently expressed with the coordinate-wise formula
B A 1 1. _
Unqy(Tn) = Py (_’y ph,,y(:z:n)) = - shrinky, (P, (2n)) forn=1,..., N.. (4.36)

Proof. The derivation of the adjoint equation and the variational inequality is standard. Let
us justify the coordinate-wise formula: By (4.33) the variational inequality is equivalent to

Z dn| = (Phy(2n) + Yn(20)) (wn(2n) — Up Ay (@0)) + fwnqy (20)] Z dyp a|up ()]

for all uj, € Ul. Let now i € {1,...,N.} be fixed. Choosing u;, with uy(x;) = @ € R and
up(xp) = Upy(xyn) for n # i, we derive

—(Phy(5) + YUuny (2:)) (G — Upy(2:)) + olup(25)| < ala|  for all 4 € R.

This is the (sufficient) optimality condition for the problem

Up(x;) = argmin ZUZ + Phy(zi)u + alul |,
u€R 2

which has the solution as given in (4.36). O

Remark 4.6. A similar mass lumping for discretization of L' control costs is also employed
by Casas, Herzog, and Wachsmuth [CHW12a]. However, they consider the standard state
equation (4.31) (without lumping) while the control cost term is evaluated as in (4.32) (with
lumping). As a consequence they also obtain a coordinate-wise formula as in (4.36), where,
however, the adjoint state is replaced with its Carstensen quasi interpolant (see [Car99]). They
prove an L? error estimate for the controls of order O(h), which is confirmed by the numerical
experiments. This is the same rate as for the Py discretization and worse than the typical
O(h?/2) rate for Py and the O(h?) rate for the variational or post-processing approach. In the
following section, we provide an analysis for problem (4.32), where we obtain O(h?) under an
established structural assumption.

4.5.4. Finite element error analysis

In the following, for convenience of notation, we will abbreviate the optimal triples of (4.25)
and (4.32) as

(77'7 guﬁ) = (ﬁ’wg"/aﬁ’y) and (ah7gh7ﬁh) = (ah,’yv gh,'y:ﬁh,'y)v

i.e., we drop the subscript 7. To obtain an error estimate for (4.32), we have to work with
the discrete (lumped) L? norm as defined above. We first obtain an estimate for the discrete

101



4. A priori error analysis for an elliptic problem

error |up — iptl12(0.)n- Note that this discrete error can be significantly smaller than the
error |[up — l[z2(g,), which is typically restricted to O(h*?) by the low regularity of the
optimal control. This technique is also known in the context of discretization of optimal control
problems with ordinary differential equations; see, e.g., [DHVO01].

In the following we denote by Sy: U, ,% — V}, the solution operator Sp(up) = ypn, where yy, is
the solution of the discrete state equation

(Vyn, Von) = (xa.un, on), for all g5 € V.

Note that we could also extend the definition of S} for arbitrary continuous controls u €
Co(f2.). However, this is equivalent to setting y, = Sp(inu) in these cases. We also denote
by Sauarn: L2(2) — Vj, the dual solution operator Sauain(f) = pn corresponding to the dual
equation

(Veon, Von) = (f,¢n) forall ¢ € V.

We define the reduced discrete cost functional j,, the corresponding differentiable part fp, and
the convex part iy, for up € U,}b as

Jhy(un) = foqy(uu) +PYn(un) = J(Sh(un)) + %HuhH%?(QC),h + llunllzr (00),h-

By a straightforward computation, we obtain the expressions for the first and second derivatives
of fr~ as

Jhon (un) (Sun) = (X, (Sh(un) — ya), Su(dun)) + v(un, dup)n
and f,g’v,y(uh)(éuh, Tuh) = (XQOSh(Tuh), Sh(éuh)) + ")/(T’u,h, 5uh)h

for any duy, Tup € U, }1 Using the adjoint solution operator, we can also introduce corresponding
expressions for the gradient. In the discrete setting it is natural to perform the identification
of the gradient with the lumped mass matrix (to avoid a spurious inverse mass matrix). Since
we have equipped U, ,1 with the lumped norm we require

(V fhy (un)s ©n)n = fro(un)(n)  for all gy, € Uy.
This directly leads to the formula
V frr(un) = X020 Saual,n (X2, (Sn(un) — ya)) + vyun

for the reduced gradient. A similar representation holds for the reduced Hessian.

Estimates for the state

To analyze the error of the state equation for a fixed control, it is necessary to consider the
quadrature error. We have the following standard result.

Lemma 4.31. Let up and pp, be elements of U,%. For the mass lumping of the inner product
we have the a priori estimate

[(uns on) = (un, on)nl < Ch?|Vunl 120 IV enll L2 (00 -
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4.5. Regularized problem

This standard result can be found, e.g., in [AKV92; Ran08] (for the case d = 2). The proof
is based on the usual transformation and localization argument and given in Appendix A.3
(also for the case d = 3).

Thereby, we can provide an estimate for the state with a fixed control. Since we evaluate
the right-hand side with mass lumping, we are canonically restricted to continuous controls.

Theorem 4.32. Let u € Cy(f2.) and denote by y = S(u) and y, = Sp(ipu) the state and
discrete state solution, respectively. We have the a priori estimate

ly — wnllzege) < OW? (lullzzqay + IVinullzzay ) + line — ull 1 a).

Proof. We introduce the Ritz projection g5, € Vj, of y as the solution of the conforming state
equation (4.31) for uj;, = u and split the error as

1y = ynllrz2) < v — 9nllr2c2) + 190 — ynllL2()-
For the first term we apply the standard finite element error estimate
ly = 9nll2(@) < CR?|lullL2(0,),

using the classical Aubin-Nitsche duality argument. For the second term we use a (discrete)
duality argument. We define the dual variable w € H}(£2) and its Ritz projection wy, € Vj, as
the solutions of

(Vo,Vw) = (G — yn, ) for all o € HY (), (4.37)
(Von, Vwn) = (Jn — yn, on)  for all pp € V. (4.38)
With this, we can write
19n =yl Z2(0) = (G = Yns n — ) = (V(Gh — yn), Von) = (u,wn) — (ipu, wp)p,
= (u —ipu, wp) + (ipu, wa) — (ipu, wh)k
< Nlu = ipull 100 lwnll Lo () + CR2IVinul 200 | Vwsl r2(0),

using the fact that g5 and yp solve the respective state equations, Hélder’s inequality and
Lemma 4.31. Inserting wy as an admissible test function into (4.38) and using the Cauchy-
Schwarz inequality, we immediately obtain the stability estimate

IVwn|lz2(2) < Cllin — ynllL2(2)-
Furthermore we use the stability of the nodal interpolation and an inverse estimate to derive
lwnll o0y < llinwll ooy + linw — whllpeo(2) < llwllpes(ay + Ch™ 2 [lipw — wp 2(0)-
For the first term we apply the Sobolev embeddlng and elliptic regularity theory to obtain
lwllpe(2) < Cllwllgzo) < Cllgn — yrll 2o

For the second term we use standard a priori estimates for the nodal interpolation and the Ritz
projection to obtain

B2 i — wn| g2y < BV (linw — wllg2(e) + Ilw = will2e) ) < 22 gn — | z2(0)-
Combining the estimates, it follows that
9n — yh||L2 y<C (||U — intll (g, + W2 Vinul| 2 QC)) 19 — ynllL2 (0

Dividing by [|9r — ynll12(0) and combining with the first estimate, we conclude the proof. O
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4. A priori error analysis for an elliptic problem

Estimates for the optimal solutions

In this section we will derive a priori estimates for the discretization of the regularized problem.
Note that we will take care to make explicit the dependency of the estimates on the regulariza-
tion parameter v. All the generic constants which appear in the following are independent of
both h and ~. As a first step we obtain the following stability estimate.

Lemma 4.33. Let (u,y,p) and (up,yn, pr) be the optimal triples of (4.5) and (4.32), respec-
tively. It holds

Ylint — unl L2200 < linp — pr(int)|| L2 (00 15

where pp(ipt) = Sdualh (X2, (Sh(int) — yaq)) is the discrete adjoint state corresponding to ipu.

Proof. For arbitrary uj, € U} we have
Vint = anll72(0p < fr (wn) (int = Gnyint — @n) = f(in) (in@ — @n) — fi(@n) (int — )
= (x@.(Pr(int) + vipu),int — tp)n — (X (P + YUR), ipt — Up)n  (4.39)

For the second term we use the discrete optimality condition for w from Proposition 4.30. The
variational inequality (4.35) implies that

—(x.(Pr 4 vun), ipt — up)p < Pp (i) — Yp(up).

Consequently, we use the continuous optimality condition for « from Theorem 4.23. By a
coordinate-wise interpretation, we obtain

N
D (in@) — (@) = dn (ala(zn)] — afap(z,)])
n=1
Nc
< = > du (P(an) +vA(2n)) (@an) = Gn(wn)) = — (X0, (inD + in@), inl — ),
n=1

where the second inequality follows from the pointwise interpretation of the variational inequal-
ity (4.26); see Remark 4.3. We arrive at

int = anll 2200 n = (X (Pr(in@) = inD), in — @p ).

An application of the Cauchy-Schwarz inequality and dividing by ||lint — up||12(g,),, Yields the
desired result. O

Now, we come to the main error estimate for the regularized problem.

Theorem 4.34. Let (u,y,p) and (up,yn, pr) be the optimal triples of (4.5) and (4.32), respec-
tively. We have the a priori estimate

lin = nllp2gon) < Oy (B (14 77) 19 = vallzege,) + 8 — intllpey ) - (440)
Proof. By the equivalence of the lumped norm and Lemma 4.33 we have that

lint — Unllr2(0.) < lint — nll 20 .n < CY HlinD — pr(int)|| 20

104



4.5. Regularized problem

We introduce the Ritz projection py, = Squalh (X, (¥ — ya)) of the optimal adjoint state p and
split

linp — pr(inu)l 22, < llinp — Pll2(0o) + 1P — Prllz2(0.) + 150 — Pr(int)[ L2 0.)-

The first and second term can be estimated by

linD — Dllr20) + 1P — Prllrz0) < CR* 1Dy < CRN1G — vallr2(0,)

by a standard interpolation estimate for the nodal interpolant, the properties of the Ritz-
projection (the standard Aubin-Nitsche duality argument) and elliptic regularity. Furthermore,
we have

1P = pr(in)ll 1200 < [Savatn(x, (¥ — SEa@))lL20) < CllY = Shlint)l 12

with a standard stability estimate for the adjoint solution operator on L?(£2). Now, we apply
Theorem 4.32 to obtain

15 = Sh(in)llz2(0,) < C (B (Il 2en) + 1Vintll 2, ) + lint = @l 1) ) -

The gradient of i,u can be estimated further by using the pointwise optimality condition
u(x) = Py(=1/vp(x)) for x € 2.. We have p € H?(2) N HJ(), which is continuously
embedded into VVO1 9(£2) for all ¢ < 6. Since P%: R — R is Lipschitz continuous with constant
one, we also have u € W19(£2.); see, e.g., [Zie89, Theorem 2.1.11]. Therefore, we obtain

IVinill 20, < ClVintl| oo, < ClIVallLae, < Cy pllyraq)

with the stability of the nodal interpolation in W14(§2) for ¢ > d. With elliptic regularity we
have

1Pl a0y < Cliplla20) < CllY = yallL2(2,)
and conclude the proof. O

In Theorem 4.34 there still appears the interpolation error u — ipu, which depends on the
unknown solution. A generic estimate using u € W19(f2.) for ¢ > d as in the proof of
Theorem 4.34 yields only an estimate of the order O(h). To obtain an optimal O(h?) bound
for this interpolation error we require an additional assumption. We will see that, to obtain
optimal estimates, it is important that this error has to be controlled only in the L' norm. For
the same error in LP with 1 < p < co we can only expect an estimate of the order O(h!*1/7).
In the following, we adapt an established structural assumption on the optimal solution from
the literature; cf., e.g., [MRO04; R6s06; BV07]. It states, roughly speaking, that the interface
between active and inactive sets of the optimal control has to be sufficiently regular. For
instance, it is fulfilled if the “kink” set {z € 2. | p(z) = £a'} is a smooth d — 1 dimensional
submanifold of the control set.

Assumption 4.2. Let (4, y,p) = (4, Yy, Dy) be the optimal triple of (4.25). Define the set
Qi = J{K e Ty [ {z € K| py(z) =+a} #0},

composed of the cells where the optimal control u has a kink. Suppose that there exists a
constant Cyinx independent of h, such that the size of this set is bounded by

| xink| < Cxinkh.
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4. A priori error analysis for an elliptic problem

Note that the constant in Assumption 4.2 can not be expected to be independent of v in
the general case. Furthermore, Assumption 4.1 on the desired state needs to be strengthened.
We need yq € LP(2) for some p > d, to obtain Lipschitz continuity of the adjoint state. These
assumptions imply an estimate for the interpolation error.

Proposition 4.35. Suppose that yq € LP(£2) for p > d and that Assumption 4.2 holds. Then
we have

la—inall L () < Cv 02 (ClanklPllwr @y + 1Pl 2(0)) -

Proof. Tt remains to estimate ||u — iptllp1(0.) = |4 — int|| 1 (@) + 18 = 08 L1 (20 @) OD
ink we use the estimate
@ = it L1 (@m0 < 12kl |2 — ip1]| Lo (@) < Ckinkh Chl[Ullyoo (20

Using the equality u = Py(—1/v xn.p) = —1/7 shrink,(x.p), we obtain the first part of the
estimate. Note that the adjoint state is Lipschitz continuous due to W24(£2) — W1(§),
elliptic regularity, and the fact that xo, (v — yq) € L9(£2) for ¢ > d. On the other cells we
estimate

|4 = intl| L1 (20 i) < CllE = 01| L2\ i)

=C > P —inblliax < CY RV Dl 20),
KeTg, Iplr|>a

where we have used that either @|x = 0 or u|x = —1/v (p|x = «) for each cell not contained

in Qkink . OJ

Before we summarize the given a priori estimates, we note that the solution dependent terms
1P|l 22y and [|gy — yall2(2,) can be bounded independently of . By elliptic regularity and
minimality of u we have

Hﬁ'y”%ﬁ(n) < CH@W - yd|’%2(90) < ij(av) < ij(o) = CHyd”%Q(QO)a

which is obviously independent of . However, the term ||p,[[yy1.00(2) can only be estimated
with a v dependent constant, since a bound for ¥, —y4 in L(f2,) for ¢ > d is needed. We remark
that for d = 2 such a bound could be obtained as in Proposition 4.24 (using Assumption 4.1)
since ||ty || 11(g,) is bounded independently of .

Theorem 4.36. Let (u,y,p) = (U, Yy, Dy) and (Up, Yn,Dn) = (Uhys Yh~, Phy) be the optimal
triples of (4.5) and (4.32), respectively. Suppose that yq € LP(§2) for p > d and that Assump-
tion 4.2 holds. In the setting of Theorem 4.34 we obtain the a priori estimate

lint — Ul 20, + 17 = Inllr2@) + 10— Drllr2@) < C(v) h2,
where C(y) = Cy Y14+~ + 7_1Ckink|]§||wl,oo(m). Furthermore, we define
Uy = Py(—=1/ypn) € WH®(9.) (4.41)

to be the post-processed discrete optimal control. For ||i —ts||12(0,) we have the same estimate
as above. If additionally yq € L*°(§2), we even have the a priori estimate

i~ ]l =0y < C) B2 "

with r as in Lemma 4.10, where C’(’y) depends continuously on .
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Proof. We combine Proposition 4.35 with Theorem 4.34 to obtain the estimate for the controls.
The estimates for the state and adjoint state follow from this with standard approximation
and stability estimates for the Ritz projection. For the estimate of the post-processed controls,
we derive first an L°° estimate for the optimal adjoint state using

1P = Prllnee () < 1P — Drllne (o) + 1Pn — PallLee (0)-

The first term can be estimated with L> estimates as in Lemma 4.10 by

15 = Drll (@) < CRA A" (|7 — yall Lo (o)

and the second one with a stability estimate as in Theorem 4.32. The result follows now
from i, —u = Py(—1/vpp) — Py(—1/vp) with the Lipschitz continuous superposition operator
P, (q)(x) = Py(q(x)) for = € f2.. O

Remark 4.7. The results for this section are written for a sparse control problem, where the
nonsmooth term is given by

U(w) = [ dlu(a)de with $(@) = ol
However, the construction using mass lumping and the a priori estimates can be directly
generalized to a problem with an arbitrary convex, proper, and lower semicontinuous functional
: R —- RU{+o0}. In fact, everything up to and including Theorem 4.34 can be adapted
line-by-line to this general setting by using the corresponding proximal map P,. For instance,
if we choose
(@) = Ty, ) (@) =

A 0 for ug < u < uyp,
400 otherwise,
we obtain a discretization concept and corresponding error estimate for a standard linear

quadratic elliptic problem with (constant) box-constraints. In this case, Assumption 4.2 has
to be modified in the obvious way.

4.6. Numerical results

We present some examples to verify the rates of convergence established in sections 4.3 and 4.4.

Example for spatial dimension two

We take 2 = B;(0) as the unit ball and construct a radially symmetric example with the
optimal state given as

(@) = —5- W(max{p,[z1}),

with a kink in the radial direction at p € [0,1). See Figure 4.1 for the representative cases
p=1/2and p = 0. For p = 0 the state y is simply a Green’s function, and the optimal control
is then given by u = dg. For p > 0 we obtain the surface measure (given in terms of the
1-dimensional Hausdorff measure H1!)

1

- _ = a1
U= 2@7{ |9B,(0)
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Figure 4.1.: Radially symmetric example for the unit circle in R? in radial direction

which, due to the choice of scaling, has a norm of ||u|[x) = 1. The optimal dual state can
then be chosen as any element in H?(£2) N Hy(£2), such that [p| < « and plyp, ) = —o. We
make the specific choice

p(x) = h(lz|),

where h € C*(]0,1]) is a piecewise cubic polynomial interpolating h(0) = h(1) = 0, h(p) = —«
with the choices h'(p) = R'(0) = K'(1) = 0 (for p = 0, the conditions h(0) = A'(0) = 0 are
dropped). This yields p € C1(£2), which is piecewise twice continuously differentiable with
bounded second derivatives, and a matching desired state y; € L°°({2) can be computed in
strong formulation as

yd:Aﬁ—i_g?

as depicted in Figure 4.1 for p € {0,1/2 }. For the convenience of the reader, the exact formula
for yq is given by

yd<r) = 6 (3r2—2rp—27r+p
! ( 1P ) _ =1In(r) forr>p,

{ a76(3;3_2’)) —%ln(p) forr <p

where r = |z|.

The convergence rates for a choice of p = 1/2 and p = 0 are given in Figure 4.2. The inital
grid (refinement level 0) consists of five cells, a small square in the middle and four additional
trapezoids at each edge, glued together at the corners. For both examples we plot the error in
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Figure 4.2.: Convergence rates for d = 2 at different refinement levels.

the cost functional J(u, ) — J(un, yn) and the L?-error in the state variable. The dashed lines
indicate the orders of convergence O(h?) and O(h), which are what theory predicts for the
respective quantities (up to logarithmic contributions). Since the regularization is present in the
numerical computations, we also report the size of the term /2 |||, (D). As a parameter
choice rule, at each refinement level the regularization parameter ~y is decreased until

Y-
§HuhH%2(Q),h = Cregh2

is fulfilled, where Creg > 0 is a constant chosen heuristically in advance. This is done to ensure
that at least the asymptotic best case convergence behaviour of the functional O(|ln h|*h?)
should not be altered by the regularization. For instance, in Figure 4.2a we observe that the
regularization term is an order of a magnitude smaller than the exact functional error, such
that the reported error in the functional should be at least accurate in the first significant
digit.

We see that the observed rates agree with the rates predicted by theory. In Figure 4.2a the
rates seem to be even slightly better, however, this is far from conclusive. In Figure 4.2b, even
though the rate for the functional is somewhat wiggly, we observe the expected rates. The
wiggles could be caused by the fact that the initial mesh was perturbed slightly, and thus the
approximation quality depends for a large part on the smallest distance of a grid-point to the
origin, where the optimal control u = Jg is located. If we choose a mesh which has a point at
the origin, the exact control is representable at each level, and the wiggles disappear. In the
Dirac case, due to the low regularity of yg, it is also clear that the rate of almost O(h) for the
state error is the best theoretically possible.

Example for spatial dimension three

The construction of an example in three dimensions is completely analogous, except for the
different Green’s function

i@ = 1= (s — 1)
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T T
oot [ @ i@ —— ] e b @) =@ —— ]
Hy—thLZ(Q) — ] I Hy_thLz(.Q) —_—
— — 2 1 — B — 2
10-2 Hlan? 110 | Hlan? i

1 2 3 4 5 6 1 2 3 4 5
(a) Errors for p =1/2, a = 0.001 (b) Errors for p =0, o = 0.01

Figure 4.3.: Convergence rates for d = 3 at different refinement levels.

thus we omit a detailed description. The final formula for y4 in this case is given by

6(4r—3
) a((zgmjwlﬂ(;)_l) for r < p
d = 6 (4r2—3rp—3r+2p 1 /1
« o =G —=1) forr>p,

where 7 = |z|. The computational results can be seen in Figure 4.3. Note that the parameter
choice rule for v is simply the same as before. In this case, the general theory predicts an order
of convergence close to O(h) for the functional and close to O(h/?) for the L?-error of the
state. This is clearly observed in the case p = 0, where the optimal control u is a single Dirac
delta function; see Figure 4.3b. In this case the rate for the state error is again the theoretically
best possible. However, in the case p = 1/2, depicted in 4.3a, where y; is bounded and the
optimal control is a surface measure, the rates are clearly better. For visual comparison we plot
the rates O(h) for the state in accordance with Theorem 4.21, and O(h?) for the functional,
which seems to be the closest match. Here, the order of convergence is the same as in the case
d=2.
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5. A priori error analysis for a parabolic
problem

In this chapter we will derive a priori finite element error estimates for the parabolic model
problem given by

. 1
min —

wem@ BB e 2 ly — de%Q(IxQO) + allull pe., 221 (5.1a)

Oy — Ay =xn,u onl x {2,
subject to y=0 onl x9f, (5.1b)
y(0) =yo in £2.

Here, 2 C R? is a convex domain with a polygonal boundary 92. The control variable u is
searched for in the space of vector measures M (§2., L2(I)), where the control set 2. C 2 is a
(relatively closed) in {2, i.e., we require

Q0= 0.\ 002

We will make additional assumption on the form of 2. below (such as 9f2. polygonal). The state
variable y is the solution of the heat equation (5.1b) with zero Dirichlet boundary conditions
and initial value yo € L?(f2). We consider a standard linear quadratic tracking term on the
observation domain {2, C {2 with desired state yq € L?(I x £2,). For the purpose of optimal
regularity and error estimates we will make the further assumption yq € L?(I, L*°(£2,)) and
Yo € Hi(£2); see below.

The problem setting (5.1) can be considered as a generalization of a pointwise parabolic
control problem; a problem with a state equation of the form (5.1b) for the special case

N
u = Z U (t)0y, for u, € L*(I),z, € 12,
n=1

where the positions x, € (2. are fixed and only the coefficients u,, € L?(I) are subject to
optimization. Pointwise parabolic control problems have been investigated by many authors;
see, e.g., [Chr81; Lio92; DR00; MRVMOO0]. Finite element error estimates for parabolic pointwise
control problems have been obtained by Gong, Hinze, and Zhou [GHZ14] and Leykekhman and
Vexler [LV13]. In particular, we want to point out the latter paper, since the finite element
error analysis of (5.1) given below will heavily rely on the estimates obtained there. A related,
but different, sparse control problem is analyzed in Casas, Clason, and Kunisch [CCK13].
In Casas and Zuazua [CZ13] a control problem for the heat equation with measures on a
subset of the parabolic cylinder is discussed. In the one-dimensional situation the authors
are able to show that the minimizer is given by a finite sum of point sources. In Casas,
Vexler, and Zuazua [CVZ14], where the control acts as an initial condition, the convergence
of a corresponding finite element discretization is shown. With respect to finite element
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5. A priori error analysis for a parabolic problem

discretization of optimal control problems governed by parabolic equations we also refer to
Meidner and Vexler [MV08] for a standard linear quadratic problem with controls in L?(Ix §2).

We provide a numerical analysis for an appropriate finite element discretization of the
problem (5.1). Following [Tho06; MV08; LV13], we employ a dG(0)cG(1) discretization with
linear finite elements in space and piece-wise constants in time (which results in a variant
of the implicit Euler scheme). Additionally, the control is discretized by nodal Dirac delta
functions in space and piece-wise constants in time. We derive an a priori error estimate for
the error between the objective functional values of order O(k +h?) (up to a logarithmic factor)
and between the optimal states on the observation domain of the continuous and discretized
problems of order O(k'/2 + h) (up to a logarithmic factor), where k and h are temporal and
spatial discretization parameters. This estimate seems to be optimal at least with respect to
h; see the discussion in section 5.5. In comparison, the a priori estimates obtained in [CCK13]
are of the order O(k'/? + h) for the functional and O(k'/* + h'/2) for the states. However, due
to the more complicated structure of the controls considered there, the analysis given below is
not directly extensible to their problem formulation; cf. the discussion in section 2.3.5. Most
of the results of this chapter have already appeared in similar form in Kunisch, Pieper, and
Vexler [KPV14].

This chapter is structured as follows. In section 5.1 we provide some necessary regularity
results and derive consequences of the optimality conditions. Section 5.2 contains the discretiza-
tion concept and analysis of the discrete problem. The error estimates mentioned above are
contained in section 5.3; at first we derive estimates for the state with a fixed control, then
we turn to estimates for the optimal solutions. The regularized problem is introduced and
analyzed in section 5.4 and an estimate for the regularization error is provided. In section 5.5
we discuss a numerical example to verify the convergence rates in practice. Finally, section 5.6
describes the application to an inverse source location problem to demonstrate the practical
applicability of the problem formulation with vector measures.

5.1. Optimality conditions

In this section we state some regularity results for the heat equation, which are improved w.r.t.
the general analysis in section 2.3.2. They are mostly well-known but needed for an optimal
error analysis. We also derive some consequences of the optimality system, i.e., a condition on
the support and a higher regularity result for the optimal controls.

With respect to the general setting in section 2.3.2 we consider A to be the negative Laplacian
with zero Dirichlet boundary conditions

A=A Wy*(2) - W)

on a the two dimensional polygonal and convex domain 2 C R2. We remark that most of
the following regularity results can be generalized in a suitable way to the general case and to
three dimensions. Some of the finite element estimates employed in section 5.3.1 are, however,
only available for d = 2 and the following techniques are in some cases restricted to two
dimensions.

For a right-hand side u € M(§2., L*(I)), the state y = S(yo, u) has the regularity

y e LX(I,Wys(2)) n H (I, W=14(02))
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for any s < 2; see Proposition 2.18. As before, we denote by S the corresponding solution
operator with y = S(u) = S(yo,u) and abbreviate the reduced cost functional of (5.1a) by

) = f(u) +¢(u) = J(S(w) + allul m.,2)),

where J(y) = 1/2jy — yd”%?(lezo) is the quadratic tracking term. We obtain the following
additional estimate for the state solution.

Proposition 5.1. The state solution y = S(yo,u) lies in the space L*(I,LI(R2)) for any
q € [1,00) with the a priori estimate

1Yl z2(1,0a2)) < Calullpmqee, 2y + 1Yol z2(2)) (5.2)

with a constant C' independent of q.

Proof. We use the Sobolev embedding theorem and argue as in [LV13, Proposition 2.1] to
obtain the dependence of the constant on ¢ in (5.2). O

Proposition 5.2. The state y is continuous in time in the sense that
yeC(I, (Wol’S(Q), Wﬁl’s((}))l/m) — C(I, W™55(12)) (5.3)
for any s < 2 and € > 0, where (WOI’S(Q), W71,s(9))1/272 is a real interpolation space.

Proof. The result follows by an application of the trace theorem [Ama95, Theorem IIT 4.10.2]
and we refer to [Tri78, Theorem 4.6.1] for the embedding of the interpolation space. O

Remark 5.1. With methods as in Droniou and Raymond [DR00, Theorem 2.4|, where a single
point source is considered, it is possible to show that

y e L>®(1,L°(§2)) for any s < 2.

Furthermore the mapping ¢ — y(t) € L*({2) is continuous with respect to the weak topology
in L*(12).

As in section 2.3 we see that (5.1) is well-posed and obtain the following optimality system.

Theorem 5.3. There exists a unique adjoint state p € L*(I, Wol’s/(ﬂ)) (with s > d) corre-
sponding to any optimal solution (u,y) = (u,S(u)) of (5.1). It satisfies

0 — Ap = x0,(y —ya) onlx 2,
p=0 onlx012, (5.4)
p(T)=0 in {2
in the sense of the standard weak formulation and
— (xa.(u—1u),p) + allull pia, 2y < ellullpmean, 2y for all w € M(2e, L*(I)).  (5.5)
Furthermore, the variational inequality (5.5) is equivalent to the two conditions
IX2.Plleo(0e,2(r)) < @, and (x.4,p) = alltl| pma.),z2 (1)) (5.6)

This implies that the support of u is contained in the set {x € Q¢ | |p(x)|2(;y = a '}, and for
the polar decomposition du = @' d|u| we have

1
' (z) = —p(z) forx € Q. |u|-almost everywhere. (5.7)
a
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5. A priori error analysis for a parabolic problem

For the adjoint state we can obtain improved regularity.
Lemma 5.4. Let f € L?(I,L?(12)). The solution to the dual equation
—Op—Ap=f, p(T)=0 (5:8)
lies in the spaces L*>(I, H*(2))NH(I, L?>(£2)) and C(I, H3(§2)) with the corresponding estimate

10l 21, L202)) + 1PN 2(1,m2(02)) + 1Pl m1(2)) < C I 2% 0)-

Proof. This can be proved by combining well-known techniques for parabolic equations (see,
e.g., [Eval0]), with an elliptic regularity result for convex polygonal domains; see [Gri85]. [J

We denote the solution operator of the dual equation by p = Squai(f). With the previous
result and the Sobolev embedding, the adjoint state from Theorem 5.3 is an element of the
space L2(I,C%(£2)) for any § < 1. For our purposes it will be convenient to exchange the order
in which I and 2 appear.

Proposition 5.5. For any 0 < § < 1, we have the continuous embedding
L2(I,C°(02)) — (2, L*(I)).

Proof. Take any v € L*(I,C%(£2)). For any x and x + h € §2 it holds
() = bl + W)y = [ B(t2) = Bt + b dt

</<wmmt® ms+mﬁ>wsum31@ .

Len

Taking the square root implies the claim. O

By the regularity of the optimal adjoint state, we obtain now that the support of « must be
compactly supported in (2.

Proposition 5.6. Define for n > 0 the domain (2, as
2y ={z € 2|dist(z,002) >n}.

There exists n > 0 such that suppu C {2. N {2, where the constant n depends only on the data
of the problem (5.1).

Proof. With Lemma 5.4, the Sobolev embedding, and Proposition 5.5 we have p € C°(§2, L*(I))
for any 0 < ¢ < 1. The result now follows from the sparsity property of the support (2.26) and
the zero Dirichlet boundary conditions. We have p(z) = 0 for all € 92 and can therefore
choose 1 < (Oé/(2||]§||CJ(Q’L2(I))))1/6 to finish the proof. O

Now, we make the following additional assumptions on the data.

Assumption 5.1. We require that the desired state fulfills
ya € L*(1, L (12,)), (5.9)

and that the initial condition fulfills yo € HE(£2).
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The regularity assumption on g4 is only slightly stronger than the natural regularity from
Proposition 5.1. The assumption on yy will only be needed in section 5.3.1 since we employ
optimal order estimates for the state equation in the L2(I x £2) norm (see Meidner and
Vexler [MV08]). With Assumption 5.1 and Proposition 5.1, the right-hand side of the adjoint
equation (2.23) is even in L?(I,L4(f2)) for any ¢ < co. For p = Squai(f) with an arbitrary
f € L?(I,L4(£2)) we obtain that

aip, Ap € L*(1, L(2)), (5.10)

using maximal parabolic regularity; see, e.g., [GKRO01]. However, from this we can not in
general infer L2(1, W29(§2)) regularity without further assumptions on 2. Nevertheless, we
can obtain this regularity locally in the interior of the domain. To this purpose, we take the
constant 1 from Proposition 5.6 and define a domain (27 that fulfills

$2, C QT C 825 C N2 with 92" of class C™.
It is clear, that such an {27 exists. For this domain, we can formulate the following result.

Lemma 5.7. Let 2" as defined above with n > 0 from Proposition 5.6. We obtain for any
solution of (5.8) with f € L?(I,L(§2)) for q € [1,00) that

plrxan € LA(I, W24(QM) N HY(I, L1(0")), (5.11)

with the a priori estimate
1Pl 221, w2a(2myy + 10epl L2 (r,La(2m)) < Cq (Hf||L2(I,Lq(Q,7/3)) + 77_1Hf||L2(I,L2(Q))> :

Proof. See for instance [LV13, Lemma 2.2], where this is shown for any ball B C 2, /5. The
result follows since 27 C (2, /5 can be covered by finitely many balls B C {2, 5.

By applying this to the optimal adjoint state p and interpolating between both spaces from
Lemma 5.7 with § =1 — ¢ for ¢ > 0 (see [Ama00, Theorem 5.2]) we obtain
peC/?=(I,c(2") for any € > 0. (5.12)

Here, we have used the embedding (W?24(027), LI(£27));_co < C(27) for f = 2c —d/q > 0
and the compact embedding C#(£27) < C(£27). With the help of the optimality conditions, we
can now derive additional regularity for the optimal controls. We can show that u(t) € M(2.)
is continuous in time.

Theorem 5.8. With Assumption 5.1, we obtain the additional regularity
ueCY2 (I, M(£2.))  for any e > 0.

Proof. Using du = v d|u| = —1/a x o, pd|u| we have for t; and t9 in I that

u(ty) —u(t2)llma) = sup (xe.(ats) —ultz)), ¢)
llelliey2)=1
1, _ _ 1, _ _ _
= s [ () — plea) wdlal < lplta) — Bt ey [AI(2),
lelley2)=1 2. & @

due to Proposition 5.6. Therefore, with the regularity (5.12) for p we have

_ _ 1 _ _ _ _
[u(t1) — ult2)l| ma.) < a”uHM(QC,L?(I))”p(tQ) — (t1)lley(2enmy < [tz — ta] 7

for any t1 and ts in I, which implies the claim. O
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5. A priori error analysis for a parabolic problem

5.2. Discretization and numerical analysis

We discretize the state variable y with (linear) finite elements in space and discontinuous finite
elements (of order r > 0) in time

yin € Xj(1, V) C L*(1, Hy(£2)).

Here, as in chapter 4, Vj, C H}(£2) denotes the space of linear finite elements on a family of
shape regular quasi-uniform triangulations { 73 },; see, e.g., [BS08]. The finite element space
associated with 7y is defined as before by

VhZ{UhECO(Q) ‘ vh’KGPl(K) fOI‘KE'ﬁL}

The discretization parameter h denotes the maximal diameter of cells K € 7j. Furthermore,
we suppose that (2. can be written as the union of a collection of cells or faces of 7}, for all h;
see section 4.2. For the time discretization we define for any Banach space V' the semidiscrete
space

XP(ILV)={wv, € L*(I,LV) | wlr,

m

e Pr(In, V), m=1,2,..., M}

as discontinuous, Banach space valued, piecewise polynomial functions on the disjoint partition
of the temporal interval B

I={0}UulLUlLU...Uly,
where I, = (tjm—1,tm] and 0 =t < t1 < --- < tpy =T. By kyy = ty, — tip—1 we denote the
step length and by k = max,, k,, the maximum thereof. We employ the notation

w, = lHm w(t, —¢), w) = lim w(t,+¢), [Wn=w! —w,
e—07T e—0+

for the left and right sided limits and the jump term (for any w where these limits are defined).

The discrete state equation is then given with the bilinear form

M M-—1
By, @) = > (0. &)1 + (Vy, Vo) + O ([Wlms omh) + (w58, (5.13)
m=1 m=1

defined for y,¢ € X} (I,V},). The distributional derivative of a discrete function Oyygp|z,, is
given by the classical derivative of the polynomial (and vanishes for » = 0). The duality pairing
(-, )1, denotes the pairing of L?(I,,, W ~%%(£2)) with its dual. Therefore this definition can be
extended toy € X (I,V},)+Y?* and p € X (I,V},) + X', Furthermore, by applying integration
by parts to (5.13) we obtain the equivalent dual formulation

M-1
Z (¥, 00) 1, + (VY VO 1 + Y (=Y [@lm) + War> €21)- (5.14)
m=1

m=1

Then, for any right hand side u € M(£2., L?(I)) the discrete dG(r)cG(1) formulation of the
state equation for the discretized state yx, € X}, (I, V},) is given as

B(ykn, prn) = (XU Prn) + (Y0, Ofp0)- (5.15)

for all @i, € Xi(I,V3). Since the right hand side is a linear functional on the discrete
solution space, existence of a unique solution can be derived with standard arguments (see
Thomée [Tho06]). Therefore, we can define a discrete solution operator with ygn, = Skn(u) =
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5.2. Discretization and numerical analysis

Skn(yo,u). This operator and the bilinear form B are compatible with the continuous state
solution y = S(u) in the sense that

B(y,¢) = (xa.u, ) + (yo, o8 (5.16)

for any ¢ € L*(I, Wol’s/(Q)) with s’ > 2 such that the limits ¢}, for m = 0,...,M — 1 are
well defined in W& (£2) for some ¢ > 0. This follows from the state equation (2.20) since
the jump terms in (5.13) vanish due to Proposition 5.2. With this we can verify the Galerkin
orthogonality

B(y = Ykn, orn) = 0, (5.17)

for all v, € X[(I,V3) and therefore yy, is also referred to as the Galerkin projection of
y. We can now formulate a semidiscrete version of (5.1) by replacing the continuous state
equation (2.20) with the discrete equation (5.15). We formulate the semidiscrete problem as

i ] =J(S . 5.18
e, (1))]kh(u) (Skn(w) + ellull (e, 2() (5.18)
For the derivation of the optimality system, we define the discrete Lagrange function as

Lin(u,y,p) = J(y) — By, ¢) + (x2.u,p) + (0, 05)

for any u € M(§2., L?(I)) and y and p as before. With the same methods as in the continuous
case (cf. section 2.3.4) we can prove the following results.

Proposition 5.9. The problem (5.18) possesses a globally optimal solution @ € M(82., L*(I)).

Proposition 5.10. Let @ be an optimal solution of (5.18) and yxp, = Skr(@) the corresponding
optimal state. There exists a unique discrete adjoint state pyy, € X (1, V) solving the adjoint
equation

B(@rn, prn) = (X2, (Ukh — Yd)s Pkn), (5.19)

for all opn, € X[(1,V3) and fulfilling the subgradient condition

— (xe.(u— @), pen) + |l pmo,,2) < allull a2 (5.20)

for all u € M(£2.,L*(I)). We alternatively express the first condition (5.19) with a solution
operator by prn = Saual kh (X2, (Ykh — Yd))-

Since Si; has a infinite-dimensional kernel, the solutions to (5.18) can not be expected
to be unique. Therefore, as in the elliptic case, we now construct an appropriate subspace
of M(£2.,L*(I)) with the same approximation properties. By {z,}, for n = 1,2 ..., N. we
denote the nodes of the triangulation 7, contained in {2. and by {e,} C V}, the corresponding
Lagrangian nodal basis functions. We introduce the space M), consisting of linear combination
of Dirac delta functional associated with the nodes x,, as in section 4.2. A suitable interpolation

operator is now defined by duality as
Agn: M0, LA (1)) — Xi (I, Mp), (5.21)
(Anu, ) = (xo.u, Tring) for all ¢ € Co(£2, L*(I)) ‘

where i5,: C(£2, L2(I)) — L?(I,V}) is the nodal interpolation operator and 7y, is the L? projec-
tion on X7 (I, L?(£2)) C L*(I x £2). The interpolation operator i, is given by

Ne
(ipw)(z) = Z w(zy) en(x) for x € £2. (5.22)

n=1
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5. A priori error analysis for a parabolic problem

We can verify that for any w € Co(2., L?>(I)) the projection 7 has the pointwise formula

M(1+r)
(wm,w(x))y([) U = 7p(w(z)) for z € 2, (5.23)

(M) = 2, =

M (1 + r) is an orthogonal basis of X} (/,R) with respect to the

where { ¥, }

form=1,...
m ) )
inner product in L*(I) and # is the L? projection in L?(I) onto XJ (I,R). Therefore 73 and
in, commute and we have for w € Co(§2., L*(1))

. B Ne MUA) (4 w0 ))L2(I)
n=1 m=1 m LQ(I)
which implies
N. M 1+T) ,lp e
Ao =2 2 uwmn Y O

n=1 m=1
Remark 5.2. In the case r = 0 we take the piecewise constant functions v, = x7,, as a suitable

orthogonal basis for X7 (I,R). In this case the operator Ay, can be written as

Akhu = Z Z / en dt XIm 6n7

n=1m= 1
which is the same as given in [CCK13, Theorem 4.2]

Lemma 5.11. For any u € M(£2., L*(I)) we have
= (u, okn)  for all ppn € X3 (1, Vi),

(Axnu, rn)
and || Agnull pmo,z2y) < lullmeoe,z2(ry)

Proof. For the first property is immediately clear from the definition since x o, (Tkiporn) =
X0.Pkn due to the assumptions on (2.. Furthermore we have

X2 (ihprn) =
for all z € (2,

(i (inp)) () = 7 ((inp) (x))
with (5.23) and since 7 is an orthogonal projection we obtain with (5.22) that

|7k (o) (@) 22y < @) (@) L2y < 0lleo(e,z2(ry)  for all z € £

With this the estimate |74 (in)llco(0,22(1) < €llco(20,22(r)) is evident and by
A
- {(Apnu, o)

| Aknul| pm(e,L2(1 p
(@el2ID) = ooz Nelleo(ae2()
OJ

and the definition of Agp as in (5.21) we obtain the second property
By familiar arguments (cf. section 4.8) it immediately follows that we can restrict the space

for the optimal controls to X (1, Mp,).
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5.3. Error estimates

Proposition 5.12. The semi-discrete solution operator Sgp: M(2e, L*(1)) — XJ(I1, V3,) fulfills
Sin = Sk o Agn and for each optimal solution @ € M(£2., L*(I)) of (5.18) the discrete control
Uy, = Appt € Xl:(f, Mh) fulfills

Jen (@) = Jrn(Urn)

Thus, tugp, = Agpt is also an optimal solution of (5.18).
Therefore, in the following, it suffices to consider the fully discrete problem

. ]. 2
min — — I + af|u
uph €X5 (LMp), yrn € X5, (1,Vh) 2Hykh de 2(Ix820) ” thM(QCvB(I))

5.24
B(Ykh, ern) = (X2.Ukh, Prn) + (Y0, 07 (5.24)

subject to
for all pip € X,:(I, Vh).

which can be solved in practice. We point out that for any ug, = >, unds, € X (I, Mp)

with u, € X[ (I,R) the total variation norm is simply given by a weighted ¢!(¢?) norm of the

underlying nodal vector:

n=1 m=1

N, [M(14r) 1/2
lukn |l ame.,2( ZHunHm(l Z( > ||1/}m”%2(1)u721,m) :

Furthermore, for any ug, = >, undz, € My, and vgp = >, vpe, € Vj the duality product is
given simply as the corresponding L?(I) inner product of the nodal vectors:

NC C 1+r)
(XQ.Un, VR) = Z(Umvn L2 = Z Z ”meLZ I)Un,mUn,m-
n=1 n=1 m=1

This means that a finite dimensional equivalent of (5.24) can be derived in a straightforward way,
by introducing appropriate mass and stiffness matrices. Furthermore, the state equation (5.19)
can be reformulated as a time-stepping scheme.

Note that for this problem the same optimality system holds as in Proposition 5.10, where
we are allowed to insert any control from M (2., L?(I)) in the subgradient condition (5.20),
instead of only discrete controls. This is a direct consequence of Proposition 5.12 and will be
important for the following error analysis.

5.3. Error estimates

For the error analysis we restrict attention to dG(0), which is a variant of the implicit Euler
method. This restriction arises since we employ optimal estimates for the dG(r)cG(1) method
in the L>°(£2, L?(I)) norm, which are not considered in the standard finite element literature.
These estimates were obtained recently for two dimensions by Leykekhman and Vexler [LV13]
in the case r = 0. First, we will provide estimates for the state for a fixed control; then, we
turn to estimates for the optimization problem.
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5. A priori error analysis for a parabolic problem

5.3.1. Error analysis for the state

Define ix: C(I,V) — X2(I,V) to be the pointwise interpolation at the right time point in each

interval
M

ivw =3 wtm)x, (5.25)

m=1
where xr, is the characteristic function of the interval I,,. We can obtain the following
interpolation estimates for ij.

Lemma 5.13. For any w = Squal(f) with f € L*(I, L*(12)) we have

|w —ixwl 221, r2(2)) < Ck|lfllL2(1,22(02)) (5.26)
lw = irwll a2 )y < C RPN Nl L2022 (5.27)

Proof. First, we note that izw in L2(I, H}(£2)) since w € C(I, H}(£2)) with Lemma 5.4. The
interpolation estimates can be obtained with standard techniques. Since (5.27) is not standard,
we will give a proof in Appendix A.3. O

In the following estimates we are going to apply the best approximation properties obtained
in [LV13].

Theorem 5.14 ([LV13, Theorem 3.1, Theorem 3.5]). Let w = Sgual(f) be an adjoint solution
and win, = Sdualkh(f) its Galerkin projection for some f € L2(I,L2(02)) and 1 < g < 0o. Then
we have for every x € {2 that

lw (@) = wen (@) ||72(p)

< Cllnhl®> inf / t) = xO2coron + Y igw(®) — x(O)||24/ o0 dL.
< C|lnh| . IHw() X017 (02) likw(t) = X () 7a2)

Furthermore, for x € §2,, with 1> 4h > 0 we have the local estimate

lw(@) = wen (@) |72 (p)

< COllnhl®  inf / ) — v()% + b Y i (t) — ()2 dt
< Clinh VeXO(1,Vi) Nw®) =Xz 5, ) likw(®) = XL, @)

+ O 2] [ Jw(t) = win (020 .

With this we can prove the following a priori error estimates.

Theorem 5.15. Let y = S(yo,u) and its Galerkin projection yrn = Skn(yo,w) for arbitrary
u € M(£2.,L3(I)) and yo € H}(£2). Then we have the a priori estimate

|y — yknllL2(1x0) < Clln h)* (kY% + h) <Hu||/\/i(QC,L2(I)) + HyOHHl(Q)) : (5.28)

If additionally the measure is supported in the interior of the domain, i.e., suppu C §2" for
some n > 0, we obtain the improved estimate in a weaker norm

ly — yenllz2(r o1y < Cn k2 (k + h?) (HUHM(QC,LQ(I)) + ||y0||H1(Q)> : (5.29)
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Proof. Consider that y = S(yo,0)+S5(0,u) and yxp = Skn(yo, 0)+ Skr(0,u). We have S(yp,0) €
L3(I,H*(2)) N HY(I, L*(£2)) and the corresponding error estimate
15 (50, 0) = Skn (w0, Ol r2(1,22(0)) < ¢ (k +h*)llyoll (o)

can be found, e.g., in [MV08]. Without restriction, we suppose yp = 0 in the following and
employ a duality argument. Define the error e = y — yx;, and introduce

g2 =c¢ec¢ LZ(I7 LQ(Q))v

g1 = [le(®)[| () sene(t, ) € LA (I, L=(12)),
for the first and second estimate respectively. For [ € {1,2} we define the auxiliary dual
variable w = Squal(¢;) and its Galerkin projection wip, = Squalkn(g1). We can verify that
B(p,w) = (¢, g)1 holds for any p € L*(I, W'5(02)) with ¢,, € HY($2) for m = 1,..., M,
since the jump terms in the dual description of the bilinear form (5.13) vanish due to Lemma 5.4.

We rewrite the error using this identity for w, Galerkin orthogonality for y (see (5.17)), Galerkin
orthogonality for w and (5.16) to obtain

ly — ykh”%m,um)) = (Y — Ykh, 91)1 = B(Yy — Yn, w)
= B(y — Ykh, W — wkh) = B(yaw - wkh)
= (u, X0, (0 — win)) < [Jullamqoe, L2l — winlleg2e,r2(ry)- (5-30)

In the following, we estimate the last term.

For the first estimate, where [ = 2, we apply the global best approximation property from
Theorem 5.14 with the choice x = mpirw, where i; is the pointwise interpolation defined
in (5.25) and 7y, : L'(§2) — V}, is the Clément interpolation; see, e.g., [BG98]. This results in

[Jw — wthCO(QC,L2(I))
< O] ([lw — miwl ooy + 02 in(w — mhw) 2 gogay) - (5:31)
where we choose any ¢ < co. The first term is further estimated by
|w — mhirwllp2(r,L00(2)) < lw — mpwl| 21, Lo (2)) + lTa(w — ikw) || L2100 ()
< Chl|wl 21,520y + C b~ mn(w — ixw) | 27, La(2)

with an interpolation estimate for the Clément interpolation and an inverse estimate with the
same ¢ as above. With the stability of the Clément interpolation in L?({2) and the Sobolev
embedding we obtain

I7n(w —irw)llr2(1,2902)) < Cllw = ixwll 21, La0)) < Cqllw —ixwl 201 11 (2))

see, e.g., [Alt11, Theorem 8.8] for the dependence of the embedding constant on ¢ < co. With
Lemma 5.13 we then get the estimate

7 (w — ixw) | 21 pacoy < C akY?(lgollzocr 2 (o)

The second term in (5.31) is estimated by the triangle inequality

lik(w — mhw) || 2(1,La(02))

< likw — w21, L)) + llw — mhwl 221, Lag2)) + 1m0 (w — ixw) | L2(1,L0(2)).
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5. A priori error analysis for a parabolic problem

The single terms are treated as before and we arrive at

|w — wrnlleg (00,221
< c[lnh| (hHwHL2(1,H2(Q)) +h74 (q K2\ g2l 221 02 (2)) + h1+2/qu”L2(I,H2(Q)))) :

Finally, with the choice ¢ = |In k| and Lemma 5.4 this implies

[w = winlley(2e,z2(ry) < clnhl (h + qh_2/qk1/2) g2/l 2(1,2(2))
< c[lnhf? (h + kl/z) Iy — yknllL2(r,22(02))-

Combining (5.30) and (5.32) we obtain the result (5.28).

The second estimate, where [ = 1, can be obtained in a similar fashion using the local estimate
from Theorem 5.14 and choosing again xy = mpirw. Then we can use the approximation prop-
erties of the Clément interpolation, Lemma 5.13 and the regularity estimate from Lemma 5.7
for the first two terms and an L? estimate from [MVO08] for the term |jw — winl|L2(1x0)- We
obtain

(5.32)

lw — winlleo(ae.r2(ry < €n”Hn h|'/? (1 + qh_2/q) (7‘3 + h2) lg1llz2(1,La(2))

. 3/2 ) (5.33)
< en  mh*2 (k+8) lly = yinll 21,02)

with ¢ = |lnh| as above and we obtain (5.29). We omit a more detailed argument since
it is analogous to the one in [LV13, Theorem 4.1], where an estimate for the special case
u(t) = 4(t)dy, for some zo € 2 and 4 € L*(I) is proved. O

Remark 5.3. It is possible to derive a sharpened version of (5.28) without any |InA| term if we
require a coupling of k£ and h of the form

k = ch?

for a constant independent of k and h, see [CCK13, Theorem 4.6]. Whether we can im-
prove (5.28) without such a coupling is an open question to the best of the authors knowledge.

However, such an improvement alone would yield no improvement for the estimates in sec-
tion 5.3.2.

For the error analysis in the following section we need an additional stability property of the
space-time discretization.

Lemma 5.16. We have for every yo € L*(2) and u € M(£2., L*(I)) that
yknllL2(r,z00(2)) < Cln k| (||y0||L2(Q) + HUHM(QC,LQ(I))) :
Proof. We start by applying the discrete Sobolev inequality (see [BS08, Lemma 4.9.1])
lynllZ2 (1 oo () = /I||ykh(t)H%oo(n) dt < Cl A Vyrnll 7214 0)- (5.34)

Now, we can add the primal and dual representation of the bilinear form as in (5.13) and (5.14)
with y = ¢ = yrn, and divide by two, which yields

M
1 1 1 _
B(yrn: yn) = (Vi Vyrn)r + 5 > MyknlmlZ22) + §||y2h,o\|%2(9) + §”ykh,M”%2(Q)'

m=1
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This allows us to estimate the L?(I, H}(£2)) seminorm in terms of the bilinear form and with
the definition of the discrete state equation (5.15) we obtain

1
IVyknl T2 ) < BWnn yrn) — 5”?/;}2,0”%2(9)
1
= (u, x2.981) + (Y0, in o) = 5¥inollZ2 (o)
2
- : L (5.35)
= {u, x0.90) = 51Ykn0 = Yollz2(0) + 5 1%0ll12(0)

1
< Nlullmae.L2 1Yenll 21,2 (@) + 5”90\\%2(9)-

Finally, we apply (5.34) and use Young’s inequality to derive

1
VYl 2 (rxa) < C <|1n M ull w2 IV ukn | 210 2) + 2||y0HQLQ(Q)>
1
< 319l 1y + Clinhl (lulug, oy + lwolFaqe)) -

We take the one term to the left-hand side take the square root, and combine the estimate
again with (5.34) on the left-hand side to finish the proof. O

5.3.2. Error analysis for the optimal control problem
First we will consider convergence of the functional values.
Lemma 5.17. For every optimal control u or uy, we have
ma {1l e, 200y N@nll a2y | < C (lwollizgey + vl zaxa.)) - (5.36)

Proof. For uyp, this is a consequence of the minimality, since

_ 1 1
| msze, 2y = I (Skn(yo,0)) < o (Hskh(ymO)HLz(IxQo) + HdeLQ(IXQO)) :

The result follows by the stability estimate || Sk (yo, 0)|[z2(7x2) < Cllyol|2() for the dG(r)cG(1)
method; see (5.35) for u = 0. The proof for u is similar. O

Theorem 5.18. Let i € M(82., L*(I)) be an optimal solution to (5.1) and gy € X2(I, My)
be a discrete optimal solution to (5.24). We have for the associated optimal functional values

15(@) = Gkn(iikn)| < Cn~*[In A (k - h2) : (5.37)
with a constant C' independent of k and h, where n is the constant from Proposition 5.6.
Proof. Since we have
3(@) = Jen(@) < 3(w) — Jren(trn) < 5(@kn) — Jrn(tnn)
by minimality of u and ugp, and Proposition 5.12 we obtain

17(4) — Jrn(ugn)| < max{|j(@) — jen (@), [7(Ukn) — Jen(Urn)|}-

123



5. A priori error analysis for a parabolic problem

Therefore we estimate the functional error j(u) — jrp(u) = J(S(u)) — J(Skn(u)) for a fixed
u € M(82, L*(I)). We define y = S(u) and yg, = Sgn(u) and by reordering terms and applying
Holders inequality we get

. . 1
l7(u) = Jrn(u)| = gf(XQo (Y — Ykh)s Y — Ykh + 2Ykn — 2ya) 1]

1
<35ly- yknll72(rx) + 1Y = venll 2,00 o) 19k — vallL2cr,poe )y (5:38)

The terms which contain y —yg, are treated with estimates (5.28) and (5.29) from Theorem 5.15
respectively. Furthermore we have

ykn — yallL2 (1,00 (2)) < 1WallL2(1,L(2)) + Cln Al (HyOHL2(Q) + Hu”/\/l(QC,LQ(I)))

with Lemma 5.16 and (5.9). Together with Lemma 5.17 we have shown (5.37). O

We also provide an error estimate for the optimal state solutions on the observation domain.

Theorem 5.19. Let u € M(82., L*(I)) be an optimal solution to (5.1) with associate state §j =
S(yo,u) and g, € X2(I, My) be a discrete optimal solution to (5.24) with Yk, = Skn (Yo, Ukn)-
With assumption (5.9) we have the estimate

17— Grnll L2 (rx 2y < O 2 [l hf> (kl/Q + h)
where n > 0 is the constant from Proposition 5.6.

Proof. We test the continuous subgradient condition (5.5) with the discrete solution, and the
discrete one (5.20) with the continuous solution (which is possible due to Proposition 5.12) to
obtain

— (X (Ukn — ), D) + alltl| pm,, 20y < alltrnll i, 2
—(x. (@ = ugn), prn) + alltgn || a0, L2y < alltllmae,z2y)-

Adding both implies
— (X0 (Ukn — ), p — prn) < 0.

We introduce as auxiliary variables the Galerkin projections of y and p as Jx, = Skn(u) and
Dkh = Sdualkh (X2, (U — ya)). With this, we can reformulate the inequality above to

+ (X 2. (Urn — ), Drh — Dkh)
+ (Ukh — rhs X020 (F — Ukn))
+ (¥ = Jh X2 (Y — Yrn)) — Iy — Z?kh||%2(1xrzo)

We bring the last term above on the other side and treat the second with Young’s inequality
to obtain

1 _ _ 2 _ _ _ A 1 — A 2
o7 = nllz2(rca,) = oo (@rn = @) 0= Den) + 519 = Imnllz2r0,)

_ _ . T, .
< M — 8l pmo, 2 1P — Prnlleo (0., 2(ry) + §||y — Oknll72(rx )
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5.4. Regularized problem

Since ||tgn — ul| pm(0.,z2(1)) can be bounded independently of & and h with Lemma 5.17 and
the triangle inequality we obtain an estimate of the optimal state in terms of two Galerkin
projection errors

|y — :UthQLZ(IxQO) <C (Hﬁ — Prnlleo(e,r2ry) + 1Y — ﬁth%Q(IxQo)) :
For the second term on the right hand side we apply Theorem 5.15 to obtain
15— BknllF 21y < C bl (B +12) (a3, 2y + 9ol -
For the first term we argue as in Theorem 5.15 for estimate (5.33) to obtain
1P — Drnlley (., L2(r) < Cn'n h\1/2 (1 + qh2/q) (ki + h2> 19 — vallL2(1,L9(2.))-

Then we use the regularity assumption on the desired state (5.9) and estimate (5.2) from
Proposition 5.1 for

19 — vallL2(r,00(02.)) < lvallp2(r,00.)) + C4q (HﬂHM(Qc,LQ(I)) + ||yo||L2(Q)) :

Setting ¢ = |In h| and combining the above estimates, we complete the proof. O

5.4. Regularized problem

For the numerical realization, as discussed in in section 2.5, we consider a regularized version
of (5.1). Since we have restricted attention to the case of a two dimensional {2 at the start
of this chapter, we will only discuss this case. However, all of the following results can be
generalized to the three dimensional case in a straightforward way. The regularized problem is
given as

. 1 gl
min gHy - de%Q(IXQO) + O‘HUHLl(QC,LQ(I)) + 5““”%2(“90)

u€L?2(IX$),yeY?
Oy, ) + (Vy, V) = (xa.u, ) for all o € L*(I, Hy(£2))
y(0) = »o

(5.39)
subject to {

As in the elliptic case, for the case of simplicity, we exclude {2, with complicated topology
and only consider (2. which are the relative closure of an open set. In this case L?(f2.) for
g € {1,2} is to be understood with respect to the Lebesgue measure. It is clear that the
canonical embedding L'(£2., L*(I)) < M(£2., L*(I)) is isometric and therefore

Jullyago 2y = lullescanazay = [ u(@)lzeq de
for u € L'(£2., L?(I)). We abbreviate the inner product in L?(I x £2.) by (-,-). For an indepen-

dent analysis of the problem (5.39) we refer to Herzog, Stadler, and Wachsmuth [HSW12].

As discussed in section 3.3.2, the proximal map corresponding to ¥ () = ||-|1(q.,r2(r)) for
the parameter v > 0 is given by

P @)@) = (1= o/la@)lan) ale) for g € L2(20 (D).

As a consequence of Proposition 2.25 and this formula, we obtain the following result; cf.
also [HSW12].
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5. A priori error analysis for a parabolic problem

Proposition 5.20. Let v > 0. Problem (5.39) possesses a unique optimal solution 4., €
L*(I x £2.) with corresponding state g = S(yo, uy) and adjoint state py = Saual(X2, Yy — Ya))-
The optimality is characterized by the subgradient condition

— (x@.(u = y), vy + Dy) + allty | L1, 2201y < allull ., 2 (5.40)

for all u € LY (82, L*(I)), which is equivalent to the “stripe-wise” projection formula

() = == (1= o/ I3, @) 700 (5.41)

for almost all (t,x) € I x §2.. This implies that supp|u,| is contained in the closure of
{z € Q| py(@)llL2(r) >}

The regularized problem (5.39) can be solved efficiently with a semismooth Newton method
which admits a Banach space analysis; see [HSW12, Theorem 3.7, Example 1.2]. As before,
the gradient and Hessian of the smooth part of the reduced cost functional f(u) = J(S(u)) are
given by

Vf(u) = x0.Saua (X2, (S(w, y0) — ya)) for u e L?(I x £2,)
and  V2f(u)du = x0,Squa (X2, (S(0u,0)) for u and du € L?(I x £2.).

Since the dual solution operator Squa maps L?(I x £2) continuously into L?(I, H2(§2)), which
is embedded into C°(§2,, L>(I)) for all 0 < § < 1 (cf. Proposition 5.5), we have a more than
sufficient norm-gap. In terms of the general framework given in chapter 3, we obtain the
following result.

Proposition 5.21. Let ¢, = —1/v xq.py be the optimal auziliary variable with iy = Py(qy).
Suppose that for a given qo € L"(82.,L*(I)) with r > 2, the distance ||qo — Gyl (0o,r2(n)
is sufficiently small. Then the semismooth Newton iterates, defined inductively as qxr1 =
ar — DG(qr) ' G(qx) for k € N converge superlinearly in L" (2., L*(I)) towards G,. The same
holds for u, = Py(qx) with limit w..

Proof. We combine Lemma 3.14, Proposition 3.11, and Theorem 3.7 with the choice H =
L2(0.,L*(I)) and Hgy, = L"(§2., L*(I)) as in Lemma 3.22; cf. also Proposition 4.27. O

Moreover, we obtain the original problem (5.1) in the limiting case for v — 0; see Theo-
rem 2.28.

Theorem 5.22. For v — 0 we have j(u) < j(uy) — j(u), where u is an (arbitrary) optimal
solution of (5.1). Moreover, the sequence of solutions of (5.39) contains an accumulation point
in the sense of weak-+ convergence and any such accumulation point is an optimal solution

of (5.1).

As before, we use the following procedure to compute % in practice. In an inner loop, we
use the semismooth Newton method to compute the minimizer ., for a small value of vv. Then
we decrease v and use the previous solution as an initial guess for the new iteration. In the
numerical experiments for this problem, the Newton method exhibited convergence in each
iteration and a globalization strategy was not needed.
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5.4. Regularized problem

5.4.1. Regularization error

We can obtain the similar estimate for the regularization error as in section 4.5.1 for the elliptic
problem. As before, we need some estimates for the optimal solutions which are independent
of the regularization parameter. We employ the same notation for C? for 8 € (0,2] as in
section 4.5.1.

Proposition 5.23. Let n > 0 be the constant from Proposition 5.6. For any s < 2, ¢ < o©
and 8 < 2, there exists a constant C' > 0, such that for all v > 0 the following estimates are
valid for the optimal triple (., U, py) of (5.39):

_ v
Nty |l L1 (e,2(r)) + 5”“7”%2(1”%) <C, (5.42)
9yl L2(r,a0)y + 19 L2 ws 2y < C, (5.43)
1Pyl L2(1,c8(myy + 1Pyl L2 (1 w2.a(m)) < C. (5.44)

Proof. The estimate (5.42) follows by straightforward arguments using the minimality of u.;
cf. Theorem 2.28. For the state, we apply now Proposition 5.1. For the adjoint solution, we
then apply Lemma 5.7. The estimate for p, in the Hélder norm is again a consequence of the
Sobolev embedding with 5 =2 —2/¢ =3 —2/s. O

Thereby, using the technique from Hintermiller, Schiela, and Wollner [HSW14], we can
obtain an asymptotic estimate for the regularization error.

Proposition 5.24. The error in the objective functional due to reqularization is bounded by

0 < jy(uy) —j(u) < C~*, wheres=1/3.

Proof. We can adapt the proof of Proposition 4.26 with some modifications. We start again
with the estimate

sl < sl 8 ez < Ol Ol g,

N gH(a - Hﬁv(‘)HLQ(I))+HL°°(Qc)

for any v > 0, using (5.42) and the optimality conditions. With estimate (5.44) and Proposi-
tion 5.5, we obtain that p, € C1(£2", L*(I)) (recall that C! denotes Lipschitz continuity). We
define the positive function
vy(z) = (a = |py(@) || L2(ny) T for z € 2.
With similar arguments as in Proposition 5.6 we obtain now that the support of v is contained
in the interior of the domain; i.e., we have suppvy, C {z € 2. | [|[py(z)|| > a} C £27. With the
regularity of p, in the interior of the domain, this implies that v, is Lipschitz continuous with
lvyller oy < IPyller(on,c2ay) < N1DyllL2cerony) < C.
With Proposition 4.24 we obtain now for § = 2/3 that

_ ¢ 0 o
||“"/||%2(I><QC) < ;HUWHLOO(QC) < ;H%Hél(gc)H%Humc)

0
< Oy 1y (o = 5@l | ) = OF 810 0 200y < 7
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5. A priori error analysis for a parabolic problem

by the definition of v., the optimality condition and (5.42). Combining this with Corollary 2.29
yields

. . Tl
0< () = (@) = [ 5 lallareny do < 09 = €42,

as claimed above. O

5.5. Numerical results

In this section we construct a numerical example which is geared towards verification of
the convergence results in section 5.3.2. A practically motivated example will be given in
section 5.6. We design an example with an explicit solution on the interval I = (0,7") and the
two dimensional domain 2 = 2. = 2, = (—1,1) x (=1, 1). For the construction of the example
the optimal control is chosen as

u(t) =T 2(T —t) &,

with a Dirac delta function in the origin. We can give the analytical solution y of 0;y — Ay = u
with zero Dirichlet boundary conditions; see Figure 5.1. It can be represented by the series

: 01, -,0)

3.0F

|
LR

25F ' ]

20 F ]

15F .
LofF .

/N

I I | 1 171

-1.0 -0.5 0.0 0.5 1.0

Figure 5.1.: Snapshots of the exact state solution y at zo = 0 (for T'= 0.1).

gtz)= > (-1)"G(t, 21 + 2k, 22+ 20), (5.45)
keZ,le

where 2 = (21, 72)" and G is the free space solution given by

G(t,z1,22) = 47T1T2 ((7“2/4 — T +t)Ei (_TQ/(4t)) + te—ﬂ/(u))

and 72 = 22 + 23 is the squared distance to the origin. The function Ei(s) = [*e~"/h dh is
the exponential integral. The polar decomposition for u = @’|ul is given by
1
@) =V3T32(T =), l|ul=—=T""25,
(t) (T—1t), |al 7 0
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5.5. Numerical results

and a matching adjoint state p which fulfills the optimality conditions from Theorem 5.3 (and
p(T) = 0) can be chosen as

p(t,x) = —aV/3T 32 (T —t) cos (m/2x1) cos (7/2x3).

The reader may verify that this p fulfills (5.6) and (5.7), which, in turn, implies the variational
inequality (5.5). By inspection of the adjoint equation (5.4) we determine the desired state yq4
to be

Ya =Y+ 0+ Ap,
for which we can now derive an explicit formula by differentiating p.

We choose the final time as T' = 0.1 and o = 0.01. For the practical verification of the
convergence results we compute the optimal solutions (ugp, ykr) on an equidistant time grid
with M steps and with a uniform triangulation of the square of different refinement levels. The
series in (5.45) is approximated by the first nine terms, which yields a pointwise accuracy of
about 10712, We use an adapted iterated quadrature formula in space to evaluate the integrals
containing the singularity near x = 0 with sufficient accuracy. For the temporal integration, we
use the box-rule. The convergence plots are given in Figure 5.2. We also plot the corresponding
rates of convergence as predicted in Theorems 5.18 and 5.19 without the logarithmic factor. As

¥ — Uknllez(rxoy —— lg — Gknlloz(rxoy ——

15 (@) — jen (k)] —a— 15 (@) — jin (@en)| —e—

22 2t 20 26 2 1 2 3 4 5 6 7
time steps M (k = 37) refinement step i (h ~ 27%)

(a) Time refinement on grid level 7. (b) Space refinement with 2048 time
steps.

Figure 5.2.: Error plots of the optimal solutions

we can see, the rates for the functional match the predicted order of almost O(k) and O(h?),
which are plotted for visual comparison. For the state error we make this observation only
in the case of refinement in space: Figure 5.2b clearly shows a rate of O(h) in this case. For
the case of time refinement, we seem to observe in Figure 5.2a a slightly better rate than the
predicted O(v/k) (until the spatial error starts to dominate from 128 time steps on). For this
reason we give the experimental orders of convergence in Table 5.1, which seem to indicate a
possible rate close to O(k%8).
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5. A priori error analysis for a parabolic problem

Time steps  [j(u) — jen(uen)]  Rate  [[§ = knllz2rx0)  Rate

2 3.458 1073 - 5.543 - 1072 -
4 1.527-1073 1.17924 3.553 - 1072 0.641629
8 7.160- 1073 1.09267 2.072-1072 0.778014
16 3.470-107* 1.04502 1.172-1072 0.822051
32 1.714-10~* 1.01757 6.509 - 1073 0.848465
64 8.569 - 107° 1.00013 3.658 1073 0.831381
128 4.316-107° 0.98937 2.291-1073 0.675078
256 2.193-107° 0.97669 1.716 - 1073 0.416928
512 1.131-107° 0.95550 1.512-1073 0.182591

Table 5.1.: Time refinement on grid level 7 (as in Figure 5.2a).

5.6. Point source identification

In this section we discuss a practical application of the abstract problem formulation to an
inverse source problem. The state equation for the example is a simplified model for the
transport and diffusion of a pollutant y in a lake (cf. [MRVMO00]), given as

Oy —vAy+b-Vy=u in I x {2,
v,y =0 on I x 002\ Iy, (5.46)
vopy —n-by=0 on I X [},

with initial condition y(0) = 0. The domain {2 describes the surface of the lake, the inflow
boundary I}, is a subset of 02, v > 0 is a diffusion parameter and b is assumed to be a static,
smooth and divergence-free vector field (i.e., we assume the influence of y on the flow b to be
negligible). We additionally define a outflow boundary Iy, such that b has the property

<0 on [i,
n-b >0 on Iout
=0 on 92\ (Iin U Iout),

where n: 92 — R? is the outer normal. The source term u is assumed to consist of a finite
number of pointwise inflows

N
o= ;(t)ss, (5.47)
=1

where Z; € {2, are unknown locations and 4;(t) describes the unknown amount of substance
leaking into the lake at Z; and time ¢. Furthermore we assume it is known that Z; € {2., where
2. is a line (e.g., a pipeline) intersecting (2.

A schematic depiction of the setup and exemplary exact data is given in Figure 5.3. Fur-
thermore, the diffusion coefficient is chosen as v = 0.002 and the vector field b is given by the
negative gradient of a potential @ on 2. We set b = —vV® and require

—V -vV& =0 in (2,
v, =0 on 92\ (Iin U lou),
v0,® = pin >0 on Iy,

VO®P + 0P = pout <0 on Iy.
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0.8 -

06 - —

0.4 -

02 —

Tout

0 2 4 6 8 10

(a) Setup for (5.46). (b) 2, 2, &1 and Z». (c) Coefficients 41 and 4.

Figure 5.3.: Inverse problem setup.

The boundary conditions determine the shape of the velocity field in accordance with the
conditions imposed on V -b and —n -b. The penalty factor ¢ > 0 is introduced to ensure unique
solvability of the equation for &.

We solve the state equation for the data given in Figure 5.3. Corresponding snapshots for
some t € I = (0, 10) of the state solution corresponding to the exact data are given in Figure 5.4.

Figure 5.4.: Snapshots of the exact state § at t = 2,4,6

For the inverse problem we have available only the concentration of 4 on the outflow boundary
in the form yobs = Ylrxm,,, + 9. Here, ¢ is the solution of (5.46) corresponding to the true
source (5.47) and the noise term & € L%(I x Iny) stands for an additional measurement error
(which we will set to a deterministic function in our numerical experiments). For the concrete
example from Figure 5.4 the corresponding observations are depicted in Figure 5.5.

To give a reconstruction of the source 4, we propose to solve the deterministic inverse
problem
1

. 2
e ) 3 1S (w) = Yobs |22 (1x 1) T @l p(,z2(1)

where S(u) is the solution of (5.46) corresponding to u. This inverse problem formulation is
similar to the approach described in [BP13], if we would somehow replace the Hilbert space
L?(I) with RM for some M € N. For the concrete example with the depicted data we empirically
determine o = 0.5 to be an appropriate regularization parameter. The optimal state solution
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89 89
— yhat —yhat
——vyhat+dela ——yhat+delta
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—yhat
—vyhat+ delta
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0 o 02 03 04 05 06 07 08

Figure 5.5.: Snapshots of the observation y.,s on the observation boundary I, (with and
without noise) at t = 2,4, 6.

Figure 5.6.: Snapshots of the reconstructed ¢ at t = 2,4,6 for a = 0.5

y is visualized in Figure 5.6. For the numerical realization we added a small L? regularization
term as in described in section 5.4, with a value of v = 1075 in the depicted simulation. Due to
discretization and the additional L? regularization, the discrete iy, does have not the structure
as in (5.47) (for N = 2) since it is the linear combination of more than two Dirac delta
functions. As a postprocessing strategy, to obtain the visualization in Figure 5.7, we group all
the connected components of the grid points in the support of g, and identify each of them
with a central point Z; of the component. In the concrete case we have exactly two components.
Then we identify the spatial part of the of g, with [tgs| &~ 3, 5 ¢idz,;, where the ¢; is the
sum over all coefficients of |ugy| in each component. From the optimality condition (2.27) we
derive a reconstruction of the coefficients of the form @;(t) = —Zppp(t, Z;); cf. Corollary 2.23.

We see that the outlined reconstruction procedure gives the main structural features of the
exact source 4, such as the number and location of the points x;, and a quantitatively adequate
estimate of the coefficients u; (which is in contrast to the results we would obtain with a
regularization approach based on the L?-norm). Certainly, there is a qualitative error between
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0.95+ —u_l

0.754

055+

0.354

0.154

(a) supp @rn and reconstructed Z (b) Reconstructed @1 and as.
and Zo.

Figure 5.7.: Postprocessing: visualization of the reconstructed .

4 and u which stems from the noise § and the nonzero regularization parameter «. However,
a detailed study of the reconstruction error for a systematic choice of a depending on the
magnitude of § (as in [BP13]) is beyond the scope of this work.
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6. A posteriori error analysis and adaptivity

In this chapter, we will consider a solution method based on a adaptive mesh refinement for
an elliptic control problem of the following form:

min J(y) + ¥ (u),
uEUad,yEWOLS(QUF) (61)

subject to  e(y,u)(p) =0 forall p € W.

We suppose that 1: M(£2.) — R is the weighted total variation norm
v =a [ dul)
2

and U,q are (optional) positivity constraints (either U,q = M(£2.) or Uyq = MT(£2,)). The
analysis will be done for the elliptic model problem from section 2.2: the state equation is given
by

e(y,u)(-) = aly,") — (xe.u, ),
where a is an elliptic bilinear form (see section 2.2). We assume that the domain {2 is polygonal.
As before, (2. denotes the control set, and J is a quadratic tracking term on the observation
region 2, (either distributed or boundary observation),

1 2
J(y) = 5lly = vallz2(0,):
The adaptive algorithm is based on the regularized problem

. ’)/ 2
min J(y) + ¥ (u) + = |lull?,
u€L2(02:)NUaq, yEHE (2UI) () + 9 (w) 2H |

subject to  e(u,y)(¢) =0 forall o € HY(RQUT).

(6.2)

We consider a discretization of (6.2) based on isoparametric bilinear (or trilinear, in the three
dimensional case) finite elements; see section 6.3.

We derive a posteriori error indicators for the solution of (6.1) on adaptive meshes. The
refinement strategy is based on error indicators for the cost functional, obtained with the
dual-weighted-residual (DWR) approach by Becker, Kapp, and Rannacher [BKR00; BRO1].
The error between the cost functional of the continuous and discrete problem are expressed
as weighted residuals of the state equation, adjoint equation, and the optimality condition for
the control, which are then localized to the individual cells of the mesh. Thereby, we hope to
identify an optimal mesh to achieve a specified accuracy for the optimal objective functional.
We do not discuss adaptivity with respect to different “quantities of interest”; cf., e.g., [VWO08].
The discretization error estimator (denoted by 7;) and the corresponding indicators are derived
for the regularized problem (6.2). Since the problem (6.2) is similar to a control constrained
optimization problem, we can adapt many of the ideas in Vexler and Wollner [VWO08]. The
main idea of our modifications, to cope with the missing differentiability of ¢, is to replace the

135



6. A posteriori error analysis and adaptivity

cost term by a linear expression with the subgradient (using the homogeneity of degree one of
1 and the optimality conditions from Proposition 2.5).

To ensure that the error due to regularization is sufficiently small, the parameter v has to be
chosen appropriately small. However, a large regularization parameter facilitates the numerical
solution of (6.2) (it leads to more efficient optimization algorithms) and improves the quality
of the error indicators for the discretization error (since they are derived under the assumption
~ > 0). Therefore, we are interested in an accurate estimate of the regularization error in the
optimal functional value. The computational estimate to be derived below, which we denote
by 7, is based on an asymptotic model motivated by the a priori analysis of the regularization
error; cf. [IK92; HKO06a; HK06b]. In each step, the adaptive strategy will solve the discrete
regularized problem, evaluate the indicators 7, and 7 such that

J(W) = Jyn(Uy,n) = 1y + N,

and either refine the mesh according to the localization of 7, or decrease the regularization
parameter. The aim is to balance the relatives size of 1, and 7.

Similar methods are used for state constrained problems; see Wollner [Wol10; RVW12] for
a goal-oriented adaptive algorithm in combination with an interior point reformulation. A
related but different approach (which is based on convergence of an interior point method
in function space) has been proposed by Giinther and Schiela [SG11]. Other approaches for
the derivation of goal-oriented error estimates for state constrained problems directly work
with the unregularized problem formulation; see Benedix and Vexler [BV09] or Hintermiiller
and Hoppe [HH10]. Parameter updates for the regularization parameter in Moreau-Yosida
regularization methods based on a priori estimates have been considered by Hintermiiller and
Hinze [HHO09].

This chapter is structured as follows. In section 6.1 we explain the error estimation strategy for
the regularization error. Section 6.3 contains the derivation of the discretization error estimator:
First, we compute an equivalent representation for the error in terms of weighted residuals and
a complementarity term. Then, we describe the practical evaluation and localization strategy.
Some further specializations and justifications for the estimators for the case of piece-wise
constant control discretization and piece-wise bilinear control discretization with and without
mass lumping are provided. In section 6.4 we sketch the idea behind the algorithmic strategy.
Section 6.5 contains numerical results, which demonstrate the efficiency of the estimators for two
model problems. Finally, in section 6.6 we compare the adaptive algorithm to the nodal Dirac
discretization from chapter 4 and give an outlook on possibilities for further improvements.

6.1. Problem setup

For the adaptive algorithm we work with the regularized problem for a decreasing sequence of
parameters . First, we briefly recapitulate the necessary notation from the previous chapters.
We denote the inner product and norm on L*(£2) by (-,-) = (-,-)12(). Furthermore, we
abbreviate U = L?(f2.) and denote the corresponding inner product by (-, xg,-). In cases where
no confusion arises, we omit the characteristic function and we also denote the norm in U by
[l = [Ilz2(02,)- Furthermore, we abbreviate V' = H} (22U T). The state equation, given by

e(y,u)(¢) = aly,p) — (u,p) =0 forall p eV (6.3)
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admits a unique solution y = S(u) € V for any given u € U. We define the reduced cost
functionals f and f, for the smooth part, and j and j, for the full functional as before by the
relations

o) = )+l = Flu) + () + 2l = T(S) +(u) + 2 jul

For convenience of notation, we only consider the unconstrained setting U,q = U. The modifi-
cations for the general case with constraints are obvious, in each case. As discussed section 2.5,
an optimality condition for (6.2) is given by (6.3), the adjoint equation,

ey (Y, u)(p,p) = alp,p) = J'(y)(p) forallp eV, (6.4)

and the optimality condition

ey, ) (@, p) + y(u, @) + ¥ (u) = (p+yu, @) < Y(@) —¢(u) forallael, (6.5)

where (u,y,p) = (v, Yy, Py) are the (unique) optimal control, optimal state and optimal adjoint
state, respectively. Furthermore, as in section 3.1, the subdifferential inclusion above can be
rewritten with the proximal map P, as

Uy = Py(qy),

where ¢, € U is the gradient of —1/+ f in the optimum. It is defined by

) 1 ) 1 )
(G, ) = —;e;(y,U)(%m) = —;(mcpwcp) for all p € U.

The proximal map for the parameter ¢ > 0 is given by

P.(q) = shrink,.(q) = (¢ — a/c)" — (¢ +a/c)™.

For an improved estimate of the regularization error, we will require the perturbation of the
solution u, with respect to the regularization parameter. To this purpose, we first recall the
definition of the generalized derivative of the proximal map. It is given by

DP.(q)dq = X1(¢)04,

where x7(q) is the characteristic function of the set Z(q) = {z € 2. | —a/c < q(z) < a/c}. Now,
we define the “sensitivity” u, as the unique solution of the auxiliary optimization problem

. 1, .2 Y2 .
min = + —u||” + (u~y, u),
ser2 B gev 2190Ezen ol (@) (6.6)

subject to  a(y,p) = (u,p) forall p € V.

With this definition of 1., we can express the second derivative of the value function in an
almost everywhere sense, using the results from Wachsmuth and Wachsmuth [WW11]; see
Proposition 6.1. Furthermore, a straightforward computation reveals that . can alternatively
given by 1, = Xz(g,)¢, where the auxiliary variable ¢, is defined as the solution to the linear
equation

Yy + V2 f(@y)DPe(q) gy = — 1y (6.7)

Thereby, the solution (6.6) corresponds to a computation of one Newton step for the original
problem (see section 3.2.2). Note, that with this definition of %, we can only obtain the
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directional derivative of the map v +— . in the case where the generalized derivative DF,(q)
coincides with the directional derivative dP,.(q,-). This is exactly the case under the assump-
tion that the set {x € 2. | —a/c = ¢y(x) or ¢y(z) = a/c} has Lebesgue measure zero. To
obtain the derivative in the general case, we would have to replace the generalized derivative
in (6.7) with the directional one, and work with the concept of Bouligand differentiability; see,
e.g., [GVO7; GGWO0S|.

6.2. The regularization error

An asymptotic a priori error estimate for the elliptic linear quadratic model problem of the
form

0<j(u) = jy(uy) <C°
for s € (0,1) has been derived in section 4.5.1. In this section, we will describe two heuristic

strategies to evaluate this error a posteriori, based only on knowledge of the optimal triple
(Ury, Yy, Dy). As in section 2.26, we denote the optimal value function by

v(y) = gy (t) = () + S [as > for 5 >0,

We recall that the value function is concave (see Proposition 2.26) and that the first derivative
is given by

1, _
V() = 5l )P fory >0,

Furthermore, we recall that in the present convex case, the derivative of v is Lipschitz contin-
uous (see Proposition 2.32). Furthermore, the second derivative of the value function can be
computed; cf. also [HK06a; HK06b; WW11].

Proposition 6.1. With ., defined as the solution of (6.6), the second derivative of v can be
expressed as
V" (v) = (Uy, y)  fory >0 almost everywhere.

Proof. For the sparse control problem under consideration this result can be found in [WW11,
Lemma 3.5]. O

Motivated by this result, we will silently assume in the following that for the current value
of 7 > 0, the directional derivative in (6.7) is linear (and consequently the value function v
is twice differentiable). As mentioned before, this is equivalent to the assumption that the
set {x € £2. | ¢y = —a/y or ¢y = /7 } has Lebesgue measure zero, which is also referred to as
strict complementarity.

Taylor expansion

A very simple strategy to estimate the error is given by a first order Taylor expansion at the
point v: we approximate

triv

v(0) —v(y) = =v' ()7 + R(Y) = ™ = =v'(9)y = —%H%H%

where R(7) is the corresponding remainder, which we neglect. In other words, we declare
that the error between j(u) and j,(u,) should consist exactly of the regularization term
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V(Y) s O s
J(uy)
v(0) 4 I >
0 v

Figure 6.1.: v(y) = v(0) + ¢v*

N = —v/2 |ii4]|2. Of course, this is cheap and trivial to implement, but unfortunately not

asymptotically accurate. Typically, the corresponding effectivity index

)~ ()
eff — ntriv
v

does not converge to one for v — 0. To understand this, we make for the value function the
ansatz v(y) = m(y) = mo + ¢y° for some mg € R, ¢ > 0, and s € (0, 1], which is motivated
by the a priori analysis. For the model function m, we obtain with a simple computation the
identity

—m/(y)y = s (m(0) — m(v)).

Using nfyri" to estimate the error m(0) — m(7y), the resulting effectivity index is given by
Ie = (m(0) — m(v))/(—=m/(7)y) = s~ > 1. Unless s is equal to one, we underestimate the
error by a constant factor; this is depicted in Figure 6.1. However, this estimator can be
surprisingly useful in practice. This is due to the fact that the error is underestimated by the
constant factor s~! (which was bounded by 3 in the two dimensional case and 4 + ¢ in the
three dimensional case; see Proposition 4.26), and a precise estimate is often not necessary; see
section 6.5.

A model function

Motivated by the a priori analysis and the above discussion, we develop a second estimation
approach. As substitute for the value function, we introduce the model function m, given by

v(y) =m(y) =mo+ ¢y’

for some (my, ¢, s); as before. Then, for fixed v > 0 we choose the parameters (my, ¢, s) based
on current data: we require

m'(y) = esy* Tt =0 (y) = 5|y,
s—2

m”(y) = es(s — 1)y* 7 = 0"(7) = (Uy, 0y),
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6. A posteriori error analysis and adaptivity

We have seen that the sensitivity ., can be computed by solving a linear quadratic optimization
problem. Under the assumption of strict complementarity this has a similar computational
effort to the computation of one Newton step for the original problem. Based on this, we define
the estimate

0(0) — v(3) & 7 = g — m(3) = —Ce 7.
A quick computation reveals that the relations above determine (¢, s) to be given by (Cest, Sest)
with

" (7) v'(7)

Sest — 1+ ’Ul(’y) and Cest — W. (68)
This implies that nfymd has the closed form representation
/ triv
; v\ n
n’Iyl’lOd — _cest,.ysest — ( ) — (69)

1V Sest

Therefore, we can give another interpretation of this modified estimator: with the help of the
estimated rate of convergence sest we try to compensate the systematic error that results from

a simple Taylor approximation as for ngri".

6.3. The discretization error

In this section, we discretize the regularized problem (6.2). For the state, we use bilinear
(trilinear) isoparametric finite elements and for the control we consider different spaces (cf.
section 4.5.3). We denote for the discretization parameter h the triangulation by 7, = { K },
which is a collection of disjoint quadrilaterals (hexahedrals, in three dimensions) with

2= | K

KeTy

For each K € T, the map Tk : K — K denotes a bilinear (trilinear) transformation from the
reference cell K = (0,1)%. We assume that for all h the boundary I" can be exactly represented
by the corresponding faces of the adjacent cell. The space of isoparametric bilinear finite
elements (see, e.g., [BS08, Chapter 10.4]) associated with 7y, is defined as usual by

Vh:{vaC(Q) ‘ TI;IOUMKGQl(K) fOf&l]KGE}ﬂH&(QUZ—‘).
The space Q1 (K) denotes the space of bilinear functions on the unit square (trilinear functions
on the unit cube).

To enable local mesh refinement, we relax the usual regularity assumption on the triangulation
by allowing so-called hanging nodes; cf., e.g., [BRO1; BE03; Mei08]. For each K € T, and a
corresponding face F' C 0K, we require that F is either a subset of 02, identical to a face of a
neighboring cell, or identical to the disjoint union of two (four, in three dimensions) neighboring
cells. Note that this still results in a conforming finite element space, as defined above, if the
degrees of freedom on the hanging nodes are fixed to the appropriate average of the values of
the neighboring vertices. For details on the practical implementation of this approach we refer
to [CO84|. For the evaluation of the error estimator we additionally assume that 7;, has patch
structure, i.e., it results from a uniform refinement of a coarse triangulation denoted by Top.
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The space of piecewise constant functions is defined as
Vi = {un € LX) ‘ up|ic € Po(K) forall K €Ty | .

As discussed in section 4.5.3, we consider a discretization of the control with piecewise constants
discontinuous or piecewise bilinear (trilinear) continuous finite elements. In the former case
we define Uy, = Up = VP N L%(§2.) and in the latter case we define U, = U} = Vj, N L(£2.).
We consider the controls on (2. as restrictions of finite element functions on (2, which is
always possible and leads to a simple notation. We also use the same mesh for the control
and state variable in the practical implementation. However, from a practical standpoint, it
would certainly be beneficial to consider different meshes for control and state. Since the
error indicators derived below can be separated into errors stemming from control and state
discretization, we will comment on possible extensions into this direction.

The discrete regularized problem is given by

. g 2
min J, + up) + =||unllz,
e BB n(yn) + ¥nlun) + Sllunll (6.10)
subject to  en(yn, un)(p) =0 for all ), € V).
The subscript h for each of the expressions e, J, 1, and ||-|| indicates a possible evaluation of

the corresponding terms by numerical quadrature. The discrete state equation is given as

en(Yn, un)(en) = an(yn, on) — (un, on)n  for up € Up, yn € Vi, and @), € V.

Since we work with isoparametric finite elements, we cannot expect to exactly evaluate the
cell-wise contributions for a(yp, pp); therefore we also add an h here. In the case where all
transformations Tk are linear and the coefficients in the bilinear form are constant in space, a
quadrature formula of sufficiently high order on each cell (e.g., the tensor-product rule resulting
from the two-point Gaussian rule) guarantees an exact evaluation. For the right-hand side an
exact evaluation can be guaranteed if the control set is compatible with the mesh. Additionally,
as motivated by the analysis in section 4.5.3, we will also consider an evaluation of the control
term (up, pp)p with a lower order quadrature rule, i.e., the tensor-product trapezoidal rule,
which is referred to as mass lumping. We will go into more detail below. The discrete tracking
term is given by

1

1
Inlyn) = S llyn — val e, = 3 {/ﬂ (Yn — ya)’ dﬂﬁh for yp, € V.

Again, if we use a quadrature formula of sufficiently high order, assume that (2, is approximated
well by the corresponding cells of the mesh, and assume that yg is smooth, we can expect an
accurate evaluation of this term. The control cost term is defined as

Yp(up) + %HuhH% = [/ lup| dx} + % [/ u% dx] for uy € Uy,
2. h 2 h

We assume that 2, is approximated sufficiently well by the triangulation. The L' norm is
always evaluated with mass lumping, which is motivated by the splitting into positive and
negative part. This is exact in the case that wy is either only positive or only negative on
each single cell; cf. the discussion in section 4.5.3. For the regularization term we choose the
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6. A posteriori error analysis and adaptivity

quadrature formula in accordance with the choice made for the control above. In all cases we
endow the control space Uy with the discrete inner product

(Uh, R = [/Q URPh dx} for uy, € Up, on € Uy,
. h

where the quadrature rule is chosen as for the regularization term and the control term. Again,
we give a more detailed description below; see section 6.3.2.

We denote the solution operator of the discrete state equation by Sp(up) = yp. In the
following, we use the approach based on the dual-weighted-residual method (see [BRO1]) to
assess the discretization error in the discrete reduced cost functional

. v
Gy (un) = Ju(Sn(un)) + ¥n(un) + 5 llunlls
in the optimal solution. Corresponding to the continuous Lagrange functional defined as

L(u,y,p) = J(y) — e(y,u)(p)

forueU,yeV,and ¢ € V, we define the discrete Lagrange functional as

Ly (un, Yn,on) = Jn(yn) — en(yn, un)(pn)

for up, € Uy yn € Vi, and @ € V. As before, the unique optimal solution (up,yn,pn) =
(Ur,hs Yry,hs Dy,h) Of (6.10) is characterized by the relations

en(Yn, un)(®n) = an(Yn, on) — (un, on)n =0 for all ¢p, € Vp,
€.y Wns un) (0n, Pr) = an(@n, pn) = Jh(yn) (@n) for all p € Vj,
€ (U5 W) (Tn, ) + Y (Un, Gn)n = (Ph + Yun, Gn)n < n(tn) — Yn(uy)  for all @y € U,
As in the continuous case, we define the auxiliary variable ¢, j, € Uj, by

_ 1 _ _ 1 _
(Gy,h> P10 = —;ez,u(yh, up) (Phs Py,h) = —;(p%h, on)n for all o, € U,

In other words, we define ¢, , as the (discrete) L2-projection of —1/~ X2.D~,h on the control
space Uy. In the case of Uy, = U ,% (piecewise linear controls) and if {2, is compatible with the
triangulation, we have ¢y, = —1/v x.Dy,n. With this variable, we can express the optimality
condition alternatively with a proximal map as

_ _ [
Uy, = Py p(Gy,n) = argmin §quh — upli + tn(un)| -
up€UR

Note that P, j,: U, — Uy will generally not be the same operator as its continuous counterpart
P,. In particular, P, ; does not generally have a closed form representation; we will give a
more detailed description below.

6.3.1. Finite element error for the regularized problem

We give a reformulation of the error in the functional with the DWR method. Since ¢ is not
smooth, we define the optimal subgradients A\, € U and A, ;, € Uy, in the subdifferential of 1
and vy, respectively as

AVZ'Y(Q'Y_a’Y)a

j‘v,h =Y (Gy,p — Uy,p) -
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In fact, with Proposition 3.4.(i), we have A, € 0¥ (i) and A, 5, € Optbp(tiy). The subdifferential
Opp, is defined w.r.t. the inner product in Uy; to be precise, we state again the full form

(Mh @n)h = Y@y, — Uyohs Tn)p < Yp(Gn) — Yn(ty,y)  for all @y € Uy,

Since ¢ and 1, are positively homogeneous (of degree one), we can represent the functional
value with the help of the subgradient (see Proposition 2.5) as

) (5\7,&7) - w(ﬁv)a (6.11)

Ay Uy n)n = Un(iyp)-

For convenience of notation, we abbreviate the optimal variables in the following without
subscript v by

X:(Cj’;\a@ﬁ): ((1’775‘77g'y’]5’y)7 (6 12)

Xh = (Gh> Ao Uns Ph) = (Qy,hs Avyhs Yyohs D) -

Furthermore, we introduce the modified Lagrange functionals

L) = £, A y.p) = L{u,y,p) + Aw) + |1l

Ln(xn) = Ln(wn, Ay Yn, 0n) = La(Un, Yo, Pr) + (Ans un)n + %Huhﬂi-

The Lagrange functions £ and £, are smooth, so we can proceed to give an estimate for the
error; cf. [BRO1, Proposition 2.1], [BKR00, Section 4.3], and [VWO08, Section 4.2].

Proposition 6.2. For the optimal variables (6.12) it holds

Jy(@) = Gyn(in) = L(xXn) — Ln(Xn)
1

+3 [py(ih)(ﬁ —Dn) + pp(Xn) (= Un) + pu(Xn) (@ — tp) + (4 + tp, A — w . (6.13)

where the residuals py, pp, and p, are defined as

py () () = L1,(x) = —e(u,y)(-), (6.14)
pr(X) () = Ly,(x) = J' W) (-) — €,(u,9)(-, p) (6.15)
pu(X) () = L,(x) = (vu+ A, ) — el (w, 9) (-, p), (6.16)

for any x = (u,\,y,p) €U xU xV x V.
Proof. By construction (see (6.11)), we have
- I - Y2 _ - Y- 2 -
Iy (@) = Gy (i) = fr (@) + Sllall® + (@) = frn(an) = 5 lanlli — vnlan)
= L(@, A, §, D) = Ln(@n, My G ) = LX) = La(Xn) = L(Xn) — Ln(Xn) + LX) — L(Xn)

Since L is smooth, we can apply the usual trick and rewrite the last term as an integral over
the derivative, which is then evaluated with the trapezoidal rule to obtain

£(0) - £(u) = | 0+ (- DO - ) de S [EO6 %) + £ (x - 1)].
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Note that, since £/(-)(x — xn) is linear, the evaluation with the trapezoidal rule is exact. The
result now follows by computing the partial derivatives of £. It holds

L'()(X = Xn) = py() @ = br) + pp(X) (T — ¥n) + pu(0) (@ — @) + (@A = M) = (@, A — Ap),

since the first three terms vanish for the optimal solution k. Similarly, we have

L'(xXn)(X = Xn) = py(Xn) (B — D) + pp(Xn) (F — Un) + pu(Xn) (@ — p) + (@n, A — Ap).
This yields the result. O

Let us give an interpretation to these terms. The term

i = L£(Xn) — Ln(xXn)
represents a quadrature error. It depends only on computable, discrete quantities, and can be
assessed in practice by comparing with a higher order quadrature formula. In the case where we
use high order quadrature formulas for the evaluation of the respective quantity, it is neglected
in the numerical experiments. In the case where we use mass lumping, we give more details
below. The terms

py(Xn) (D — Pr) = (Un,p — Pr) — a(Yn, D — Pn) (6.17)
Pp(Xn) (W = Jn) = (X2, (J — Ya), ¥ — §n) — a(y — Jn, Pn) (6.18)

are the residual of the state equation, weighted by the error of the adjoint variable, and the
adjoint residual, weighted by the error of the state variable. To evaluate this error in practice, we
will replace the exact variables (y,p) by (locally) higher order reconstructions; see section 6.3.2.
The term

pu()Z)(ﬂ — ﬂh) = (’yﬂh + /_\h, U — ﬁh) + (ﬁh, u— T_Lh) = (’Y(jh + pp,u — ﬁh) (6.19)

is an L2-projection error between v, € Uy, and —xo.pn € { Xa.vn | v € Vi, }, weighted by the
error of the control variable. If 2. is represented exactly by the triangulation, this error is
zero in the case of bilinear controls (i.e., U, = Ué) In the other cases, we will replace the
exact variable u again by a (locally) higher order reconstruction; see section 6.3.2. Finally, the
term

(U + U, A — Ap) (6.20)

can be interpreted as a complementarity error. For instance, it is zero when the subgradients
A and \j, coincide (to +a) on the combined support of @ and 1j,. We will localize this term
with an approach based on a reconstruction the exact adjoint state and the pointwise formula
for the proximal map P,.

6.3.2. Error representation

To obtain a computable error, we have to replace the continuous variables (u, y, p) appearing
in (6.14)-(6.16) with computable quantities. For y and p, we use an established (heuristic)
approach and replace them with locally higher order reconstructions of the computed solutions
yn and pp; see [BRO1, Section 5]. To this purpose, we define the patch-wise interpolation
operator

o : Vh — V22hv
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Tth \
0
> T >

Figure 6.2.: Higher order reconstructions npy, wup and 7r/_\h

which interpolates the function vy, on each patch (a cell of the globally coarsened mesh 7Tap)
by a biquadratic (triquadratic) function ispvy, € V22h. The space V22h is defined similarly to Vj
on the coarse triangulation 73, with the biquadratic (triquadratic) functions Qo(K) on the
reference cell. Then we replace (y,p) with (wyn, 7pn) = (i2pYn, i2npr) for the evaluation of
the weights in (6.14) and (6.15); see Becker and Rannacher [BR96] for more details on this
approach. Consequently, we define

1, = py(Xn) (120D — Ph),
M, = Pp(Xn) (i2nYh — Yn)-
To obtain a locally higher order reconstruction for the optimal control 4 and the subgradient

A, we follow Vexler and Wollner [VWO08] and evaluate the continuous proximal map P, for the
semidiscrete variable 7g, = —1/v xo,7pn € L*(2.). We set

Tup, = Py(7qn), and wh, = (7q, — wiip) .

As before, we replace (i, \) by (miiy, 7Ap) in the weight for (6.15) and the complementarity
term. We define the corresponding estimators as

nn = pu(Xn) Ty — Up),
772‘ = (ﬂﬁh + up, 7r5\h — S\h)

Note, that these variables are generally not finite element functions and their numerical treat-
ment requires some care. We will use summatory subdivided quadrature formulas, which only
require a pointwise evaluation of these quantities. This is possible, since P, possesses a point-
wise representation. A one-dimensional visualization of this approach is given in Figure 6.2.

Then, the error contributions from Proposition 6.2 are localized to the cells of the triangula-
tion Tp. The standard approach for p,, and p, is a cell-wise integration by parts; see, e.g., [BRO1].
We will use the filtering approach by Braack and Ern [BE03] in the numerical experiments. The
error contributions for p, and the complementarity term are localized directly, since they do not
involve partial derivatives. To justify the localization procedure, it is usually argued that the
discrete solutions appearing in the weights of (6.14)—(6.16) can be replaced by an interpolation
of the continuous solution. Then, Galerkin orthogonality is applied in the residuals, which
allows to replace the discrete optimal solution in the weight by an arbitrary discrete variable.
Due to the nonsmoothness of 1), we can not do this in general; cf. [VW08]. We will further
elaborate in the concrete settings for the control space Up; cf. also section 4.5.3.

In the following, for clarity of presentation, we neglect the errors from quadrature in a and J,
and the errors due to the approximation of 2. by the mesh. Therefore, we make the following
assumption.
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6. A posteriori error analysis and adaptivity

Assumption 6.1. We assume that ap = a, J, = J, and make a compatibility assumption on
{2, and the mesh as in chapter 4 and chapter 5.

The otherwise resulting errors are not directly related to the discussion. Furthermore, in the
numerical experiments these assumptions are always fulfilled.

Piecewise constant controls

We discuss the case of piecewise constant controls U, = U,?. We give the specialization of
Proposition 6.2.

Proposition 6.3. With Assumption 6.1, we obtain for the optimal variables (6.12) that

Jy (@) = j%h(ah)
1 o o o ~ -
= 5 [P o) (0 = pr) + po(00) (0 = ) + pu(Xn) (@ = wn) + (@ 3,3 = A
where pp, € Vi, yp € Vi, and uy, € U,? are arbitrary. The residuals py, pp, and p, are defined as

in Proposition 6.2.

Proof. With A§sumpt1051 6.1, all integrals in the Lagrange function can be evaluated exactly
and we have L£(xn) — Ln(xn) = 0. With Galerkin orthogonality for the state and adjoint
equation, we have p,(Xn)(en) = pp(Xn)(¢n) = 0 for any ¢, € Vj,. The equality

pu(Xn)(pn) = (Vi + Ay on) + (Bh, ©0) = (Y@n + Prson) = 0.

for all ¢, € UY follows by definition of \; and g, and the fact that (-,-), = (-,-) due to
Assumption 6.1. O

nodal interpolation and P,? is the L?-projection onto U. }?), and give a partial justification for
the localization of the first three terms to cell-wise contributions. For the last term, a rigorous
justification is still missing. In the numerical experiments we usually observe that this term
small (of higher order) when compared to the estimate of the weighted L2-projection error

pu(xn) (@ — in@) = (pp — Yqn, 4 — PYa).

Piecewise linear controls with consistent mass

Now, we turn to the case of piecewise linear controls U, = Uﬁ. First, we discuss the case
without mass lumping, i.e., where it holds (-,-);, = (-, -) with Assumption 6.1. As mentioned
before, we have q;, = —1/v x0.Pn € U,}b under the compatibility assumption on {2, and the
triangulation. However, due to the nondiagonal mass matrix of (-,-) on the space U, %, the
optimal solution u, = P%h((jh) does not have a closed form solution; cf. section 4.5.3. A similar
remark applies for the subgradient A\, = (g, — @,). Nevertheless, we obtain the following
result.
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6.3. The discretization error

Proposition 6.4. With Assumption 6.1, we obtain for the optimal variables (6.12) that

1

Jy (@) = jyn(tn) = 3 {Py(f(h)(ﬁ — 1) + pp(Xn)( — yn) + (U + U, A — S\h)} )

where pp, € Vi, and yn, € Vi, are arbitrary. The residuals py, pp,, and p, are defined as in
Proposition 6.2.

Proof. As before, with Assurpption 6.1, all integrals in the Lagrange function are evaluated
exactly and we have L(xp) — Lr(Xn) = 0. With Galerkin orthogonality for the state and adjoint
equation, we have py(Xn)(en) = pp(Xn)(¢n) = 0 for any ¢, € Vj,. Therefore it follows that

pu(xn) (@) = (Y + Ay ) + (Bro @) = (VG + Br, ) = 0
for all ¢ € U, and the residual vanishes. O
As before, we can insert (yp,pn) = (iny,inpn) in Proposition 6.4, and give a partial justifi-
cation for the localization of the first two terms to cell-wise contributions. For the last term,
we are unable to give a corresponding justification. In the numerical experiments we observe

good effectivity values with the local reconstruction procedure with (7uy, 7r5\h) also in the cases
where the complementarity term gives a significant contribution; see below.

Piecewise linear controls with mass lumping

Now, we discuss the case Uy = U,% with mass lumping, i.e., where the terms (-,-), ¥y, and
|]|? are evaluated with the trapezoidal rule on each cell; cf. section 4.5.3.

Proposition 6.5. With Assumption 6.1 and mass lumping, we obtain for the optimal vari-
ables (6.12) that

.o . _ Y _ _
(@) = Gran) = 3 [lanllh — lan?]

+ % [0y (0n) (B = inD) + pp(Xn) (5 = yn) + (i + 1, A = An)| + R,

where yy, € V}, is arbitrary and ip,p € V), is the nodal interpolation of p. The residuals py, pp,
and py are defined as in Proposition 6.2, and the remainder R is given by the quadrature error

R = (Un, inp — pr) — (Un, inD — Dh)h-

Proof. With Assumption 6.1, all integrals in the Lagrange function with exception of the control
terms are evaluated exactly. As mentioned before, it holds

M = Y(@n — Un) = —X.Ph — Vin € Uy,
due to the compatibility of 2. and the triangulation. Therefore, we obtain
_ _ T L= -7 S ol Y is v -
L(xn) = La(Xn) = (An + Dh, tn) + §||uh||2 — (An + D, ) — 5”“11”% = §||Uh||i - §||Uh||2

with A\, + X0.pn = —vyup. With Galerkin orthogonality for the adjoint equation, we have
pp(Xn)(en) = 0 for any ¢, € V3. For the state residual, we can not apply Galerkin orthogonality.
Here, the discrete state equation is given by

a(Pns n) — (Un, on)n  for all @, € V3,
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6. A posteriori error analysis and adaptivity

Therefore, we compute

py(Xn)(0n) = a(Un, on) — (Un, on) = (Un, on)n — (Un, on) for all oy, € Vi,

Inserting ¢ = ipp — pp gives the form above. The control residual vanishes due to g, =
—1/vxa.pn € U}, as in Proposition (6.4). O

Motivated by Lemma 4.31, where an estimate for the quadrature error due to mass lumping
of the form

|(@hyinD — Pr) — (n, inp — Pa)al < CR* |Vl 200 IV inb — Bn)ll 22000

was derived (in the case of linear finite elements on a shape-regular triangulation), we decide
to neglect the remainder term |R|. By the a priori analysis in section 4.5.4, we can expect
the error ||inp — Pl () to be of the order O(h), at least on quasi-uniform meshes. Under
such an assumption, the remainder term is of the order O(h3) (for fixed v > 0) and therefore
negligible.

6.4. Adaptive strategy

We base the refinement strategy upon the following representation for the combined discretiza-
tion and regularization error:

G(W) = Gy n(Uy,n) = G(0) = G (Uy) + Gy (Uy) = Jy,n(ty,n) = 15 + 1

The algorithm will solve the optimization problem (6.10) for given initial v on an initial mesh,
evaluate the indicators given by
Ty = nfyriv/sesty

d
M =0+ gl 4k 4 i+ g,

as defined above. The adaptive strategy is based on an equilibration of both error terms: we
try to keep a balance, such that

[7y] & Cequi [

is fulfilled throughout the iterations. Here, cequi > 1 is a chosen equilibration factor. The
introduction of this factor is motivated on the one hand by the corresponding theory, where we
estimate the regularization error on the continuous level, and on the other hand by numerical
experience; see below. In the numerical examples we use the following simple strategy: if [n,| >
2 Coqui |nn|, we decrease v (by a fixed factor), if cequi |7n| > 21y, we refine the discretization.
Otherwise, if none of these conditions is fulfilled, we do both steps. The refinement of the
discretization is based upon the localization of the error indicators as discussed above. For the
selection of the relevant cells, different strategies are possible such as the fized-fraction or the
fized-error strategy. We will use the optimization approach by Braack [Bra9d8, Section 4.4.2].
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6.5. Numerical results

6.5. Numerical results

In this section we give some numerical evidence for the effectivity of the outlined estimation
strategy. We set up two model configurations; one with global control and observation and
one with control and observation on disjoint subdomains. We compute the effectivity indices
of the discretization error estimator for a sequence of regularization parameters and compare
the relative size of the error contributions due to control and state discretization. We asses
the quality of the regularization error estimate on a sequence of adaptively generated meshes.
The improved practical performance due to adaptivity is demonstrated by comparing with
uniform mesh refinement. We mention that the corresponding algorithm is implemented in
the PDE-optimization library RoDoBo [RoD], using the underlying finite element toolbox
Gascoigne [Gas].

The test problem

We consider the linear quadratic optimal control problem from chapter 4. The weak form e is
in this case given by

e(u,y)(p) = aly,p) — (u,p) = (Vy, Vp) — (u,p),

and we have V = H}(£2). The domain for this test example is chosen as the unit square
2 =(0,1)® C R?. As discussed above, the objective functional consists of ¥ (u) = a|ul| p(s.)
and the quadratic tracking J given by

1
Jy) = 5lly — vall72(0,)

for a desired state yg € L?(£2,). We consider two configurations:
1. Global control and observation: We consider 2. = 2, = 2 = (0,1)? with the desired

state
2
() 1 . |z — x|
r)=—exp| ———
Yd p p 952

where z. = (1/2,1/2) is the center and ¢ = 0.3. The cost parameter is set to a = 0.01.

2. Disjoint control and observation: We consider a control domain in the left quarter of {2
and an observation domain in the right quarter, i.e., we set

.={z=(r1,22) € 2|21 <1/4},
Qo ={x=(21,22) € 2|1 >3/4}.

The desired state is chosen as y4(x) = sin(mx1) sin(7z2)3, and the cost parameter is set
to a = 0.0001.

By the improved regularity result from section 4.4.2, we know that the optimal solution to the
first problem is an element of H~'(£2). In fact, by the numerical results we observe that the
solution appears to be a line-measure on a smooth, closed curve with an even more regular,
distributed L?-part in the interior; see Figure 6.3. With the second example, we want to
investigate also the case where the optimal control is a point source (which is possible in the
former configuration only for desired states with singularities; see section 4.6). For this problem,
the numerical results indicate that the optimal control is given by a Dirac delta function in
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6. A posteriori error analysis and adaptivity

) control &5 (y =107 ) state g0 (v = 1079)

Figure 6.3.: Numerical results for example 1.

) control @, (v~ 107'%) ) state @0 (7= 10718)

Figure 6.4.: Numerical results for example 2.

the point x = (1/4,1/2); see Figure 6.4. The underlying initial mesh is chosen as the twice
globally refined unit cube (with 16 initial cells). For both of these examples, the bilinear form
a can always be evaluated exactly and (2. and (2, are compatible with the mesh (on all possible
refinements). The tracking term is evaluated with a Gaussian quadrature rule; therefore the
corresponding (neglected) error term is of fourth order, since y4 is smooth.

Discretization error

Now, we give some numerical evidence for the accuracy of the proposed estimates for the
discretization error. We compute the effectivity indices

)~ i)
eff — mh

for fixed v € {1073,1072,1077,1072,10~ ' }. Since no exact value is available, we compare
with a reference value on a fine mesh. Since we noticed in the numerical experiments that the
estimators n,z and nﬁ dominate the total error for example 1, we generally give the results for
example 2 in the following, since this allows for a better assessment of the quality of the error
estimators for the control discretization.
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6.5. Numerical results

The values for the approach based on mass lumping are given in Table 6.1. We observe that
the effectivity indices converge to one for fixed v with increasing fineness of the discretization.
The indices deteriorate for decreasing v on a fixed mesh, which is to be expected. The indices for

#Href =103 =107 ~=10""7 =107 ~y=10"1
2 1.01 1.21 1.65 -0.49 -0.05
4 1.07 1.12 1.11 1.74 -0.29
6 1.01 1.07 1.05 1.25 -11.79
8 1.00 1.02 1.03 1.38 1.16
10 - 1.01 1.01 1.12 1.18
12 — 1.01 1.01 1.03 1.10

Table 6.1.: Effectivity indices for example 2 with mass lumping for fixed v > 0.

the consistent discretization with piece-wise bilinears are given in Table 6.2. For completeness,

#Href y=10"2 4=10"° =107 ~4=10"2 =10~
2 3.23 0.69 0.88 0.65 0.02
4 1.00 0.91 0.90 0.95 0.47
6 1.18 1.04 1.06 1.01 1.02
8 2.00 1.03 1.04 1.07 1.01
10 1.12 1.02 0.95 0.98 1.01
12 1.02 1.01 0.97 1.00 1.01

Table 6.2.: Effectivity indices for example 2 with consistent mass for fixed v > 0.

we also give the indices for piecewise constant discretization in Table 6.3.

H#Href =103 =107 ~=10""7 =107 ~y=10"1
2 3.78 0.81 0.94 0.40 0.01
4 1.05 0.99 0.98 0.98 0.22
6 0.99 1.00 1.01 0.99 0.94
8 0.99 1.00 1.00 0.99 1.02
10 1.01 1.00 1.00 1.00 1.01
12 1.02 1.00 1.00 1.00 1.01

Table 6.3.: Effectivity indices for example 2 with piecewise constants for fixed v > 0.

Regularization error and adaptive results

To assess the quality of the regularization error estimate, we run the adaptive algorithm for
example 1 with an equilibration factor cequi = 10. Thereby, we try to keep the discretization
error one order of magnitude smaller than the regularization error to ensure that the numerical
solution is sufficiently close to the continuous one (as in the theory). The results for the
effectivity indices defined as

j(u) — j%h(a%h) and ILg—= ju) — j%h(ﬁ%h)
Thy My + 1

Ieff =
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6. A posteriori error analysis and adaptivity

are given in table 6.4 (for a selection of generated refinement levels). The given values are
computed with piece-wise bilinear discretization with mass lumping. The results for the other
discretization concepts are similar. We observe that the estimated rate of convergence sqg tends

jagie
#ref Ndof Y Sest My Th Ieff Ieff

4 447 3.2.107% 0.97 -2.1.1073 3.6.107*  0.83 1.00
6 2345 3.2.1077 090 -—2.8107* 6.7.107°  0.80 1.04

8 7337 1077 0.88 —-1.0-107¢ 1.9-107° 0.85 1.04
10 17649 1078 084 —1.5-107° 5.5:107% 0.52 0.81
12 57821 3.2:107° 0.82 —6.1-1076 1.9.107% 0.68 1.00
14 194537 1072 081 -24.107% —-1.9.107% 0.79 0.44
16 513963 1072 0.81 —24.107° 1.81077 0.92 1.00

Table 6.4.: Numerical results for example 1 (cequi = 10).

to a value of approximately 0.8 for increasing refinement level. The experimental effectivity

Ieﬁ‘ﬁ/ is in all cases in the interval (0.5, 1]; i.e., we overestimate the error slightly. However, in
most cases this is explained by the discretization error, as the values of I suggest.

Now, we give the results of the adaptive computation for example 1 and example 2. We
set an equilibration factor of cequi = 2; the corresponding results are given in Table 6.5. We

#ref Y Sest Ny M lew
2 1076 0.97 —6.5-10"%* 2.0-10~® 0.53
4 321077 093 —2510"% 2.7.107* 7.00
6 10-7  0.85 —0.1-10~* 5.3-107° 1.05
8 1078  0.83 —1.5107° 8.5.10°% 0.95

10 3.2:1072 081 —6.0-10"% 2.2.107% 1.00
12 3.2.107% 0.80 -9.7-1077 1.3.107% 3.09
13 10~10 080 —9.7.107 9.810~7 1.54

(a) Results for example 1.

#ref Y Sest My M lem

4 1071 072 -1510"° —-1.9107° 0.53
6 10~ 0.67 —-87107% —8.9.10°7 0.95
8 1078 065 -1.0100% —-1.1-107% 0.50
10 107 065 —5.61077 —1.0-10"7 0.95
12 1076 067 —-6.4-107% —-7.510"% 0.56
14 10" 0.66 —3.5-10"% —1.4.10~° 0.99
17 107 067 —6.4-107° 1.1-:1079  1.42

(b) Results for example 2.

Table 6.5.: Results of the adaptive algorithm (cequi = 2).

observe that the efficiency indices are reasonably close to one for example 2. In the case of
example 1, there are some notable outliers. However, in these cases the estimators 7, and 7,
are of the same magnitude and have opposing sign, which suggests a cancellation effect. If
we set Cequi to a larger value, the efficiency values improve (as in Table 6.4). Note, that for
example 1 the estimated rate of convergence is seqt &~ 0.8, and for example 2 it is seqt &~ 0.67 (on
average throughout the iterations). Therefore we can conclude that also the simple estimator
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6.6. Comparison with a nodal Dirac discretization and outlook

n%ri" = —v/2 ||ty ||? from section 6.2 would have yielded good results for these two problems:
the quality of the effectivity indices would be decreased but the outcome of the numerical
computation would be similar to a run with n{f"d = nffi" /Sest and the scaled equilibration
constant Cequi/Sest-

In Figure 6.5 we depict the generated meshes on a moderate refinement level. As expected,
we observe local refinement especially in the areas where the optimal solution has singularities.
This effect is particularly prominent for example 2, where the optimal control is a point source.
Finally, we compare the accuracy that can be achieved with uniform and with local refinement,

(a) Mesh for example 1. (b) Mesh for example 2.

Figure 6.5.: Generated meshes on refinement level 11.

by contrasting the results from Table 6.5 with the analogous results for uniform refinement. To
this purpose, we modify the algorithm from section 6.4 and replace the local refinement step
with a global refinement step. We use the consistent piece-wise bilinear discretization for the
control (which generally seems to result in the smallest discretization error for the control) and
a value of cequi = 1. An approximate description can be given as follows: we stop decreasing the
regularization parameter v as soon as the estimated regularization error is below the estimated
discretization error and perform a global mesh refinement. We plot the achieved accuracy in
the functional [j(u) — jy,n(tU~,5)| against the number of degrees of freedom Ngor in Figure 6.6.
We observe that the adaptive algorithm achieves a significantly higher accuracy with an equal
number of discretization points.

6.6. Comparison with a nodal Dirac discretization and outlook

The comparison between global and local mesh refinement seemed to clearly favor the local
mesh refinement. However, from the a priori analysis from section 4, we know that a (vari-
ational) discretization of the optimal measure without the introduction of a regularization
parameter is able to achieve the optimal convergence rate O(h?) (up to a logarithmic factor).
Therefore, the comparison of local and global mesh refinement for the point source example
depicted in Figure 6.6b is slightly surprising, since the “global” strategy does not achieve this
convergence rate. Therefore, we also compare the results achieved with the adaptive algorithm
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10 lobal 0™ lobal
1;(_)(1) “local :10:2 i local 1
o2 | 07 ¢ .
1073 | 17t l
1074 | {107° | -
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1076 + 110-7 | _
e | Jro-s } j
w09 b o O
102 10% 10* 10° 102 10 10* 10° 10°
degrees of freedom Ngof degrees of freedom Ngof
(a) Comparison for example 1. (b) Comparison for example 2.

Figure 6.6.: Accuracy of the objective functional for uniform and adaptive refinement.

to the discretization concept from section 4.2 on a uniform mesh. The results are given in
Figure 6.7. For visual comparison, we also plot the reciprocal of Ng.f, which in two dimensions
is asymptotically equal to a constant times h? on a uniform mesh. We see the expected O(h?)
rate for the uniform discretization, as predicted by the theory in chapter 4. Furthermore, we
observe that the local mesh refinement strategy is able to reproduce a similar accuracy after
some iterations with a slightly lower amount of degrees of freedom. An explanation for the bad

10! 1072 ¢
100 |, global (Dirac) | 'z global (Dirac)
10-1 local 1072 F local 3
102 e = .
1073 1075 ;
10~4 I ]
105 1070 :
106 107 | \ ]
107 10-8 | ]
10-8 I O
1079 b v v v 0 1077 N N .\:I‘z
10?2 10*° 10" 10° 102 10 10* 10° 10°
degrees of freedom Ngof degrees of freedom Ngof
(a) Comparison for example 1. (b) Comparison for example 2.

Figure 6.7.: Accuracy of the objective functional for uniform refinement with the nodal Dirac
discretization and adaptive refinement.

performance of the algorithm based on error equilibration and global mesh refinement (as in
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6.6. Comparison with a nodal Dirac discretization and outlook

Figure 6.6b) can be given by analyzing the structure of the discretization error. By inspection
of the numerical results, we observe that the estimates n,)l‘ / nguad /njt associated with the control
discretization heavily dominate the overall error in the later steps for the “global” run from
Figure 6.6b. In contrast, if the nodal Dirac discretization without regularization is employed,
there is no control discretization error, as we have seen in section 4.2. This discussion points
to a weakness of the presented adaptive strategy: since the control is interpreted as a L2
function and discretized with corresponding finite elements, the corresponding discretization
error has to be resolved by the mesh, and we have to invest additional degrees of freedom. As
we can see by comparing Figure 6.6b and Figure 6.7b, this additional effort can be significant.
Furthermore, we also observe a very drastic local refinement around the location of the point
source in Figure 6.5b, which is not only caused by the singularity of the optimal state, but also
to a significant degree by the control discretization error. For such cases, it appears desirable
to also derive an adaptive algorithm for the nodal Dirac discretization concept, to possibly
avoid some of this additional effort. This is left as a subject for future research.

However, an adaptive strategy that produces a mesh which can represent the optimal control
as an L? function in each step seems also to be valuable. For instance, this is the case if we
are interested in the optimal solution of (6.2) only for a moderately small value of v or when
the optimal solution possess higher regularity, such as in example 1. Note also, that the O(h?)
rate for the objective functional can not be expected anymore for a global discretization in
three spatial dimensions. Therefore, we can already expect the local algorithm to perform
significantly better than an approach based on global refinement, even if nodal Dirac delta
functions are used for the global discretization and no regularization is employed there.
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A. Appendix

In the appendix we provide some necessary auxiliary results, which are mostly well-known but
not directly available in the literature and mainly of technical nature.

A.1. Approximation of measures by smooth functions

We verify that Assumption 2.1 from section 2.5 holds for the functionals ¢ discussed in sec-
tion 2.2.3 and section 2.3. As usual, we assume that (2 is open and I' C 92 a relatively closed
part of the boundary. We make the additional assumption that 2. C 2 U I" is the relative
closure in 2 U I" of an open set, i.e.,

Q. =int(2,)N(L2UI).

We verify a fundamental lemma that is formulated for elements of the space of vector mea-
sures M(§2., H) and elements of the Hilbert space L?(2., H) = L?(int({2.), H), where H is a
separable Hilbert space (cf. section 2.3.1).

Proposition A.1. Let u € M(S2., I-]) Define v as

0w = [ul pga iy = [, dlul(@).

There exists a sequence of functions { uy },cy C L*(£2c, H) with ¢(up) — () and u, —*

in M($2, ﬁ) for n — oco. If u is positive, the functions u, can also be chosen positively.

Proof. For H = R we refer to [Brell, Problem 24]. For the general case, we give a different,
constructive proof based on convolution and duality. We denote by B, (z) the ball of radius
n > 0 around x € (2. and introduce the characteristic function wy(z,y) = X, ()(y) and the
weight wy(z) = [ wy(z,y)dy for v € 2. and y € (2. It is clear that for each 7 > 0 the weight
wy(x) is bounded. Since (2, is the closure of an open set it also holds infcp, wy(xz) > 0. We
define By,: C(f2., H) = C(Q2., H) for ¢ € C(2., H) as the average

Bio)w) = —— [ wn(e)e)dy for v e .

wy(z) Jo.

By elementary computations we verify that B, is well-defined, its operator norm is bounded
by one, and that it holds

| Bpe — SOHC(QC,H) —0 forn—0 forall peC(2,H).

Now, we construct a sequence u,, € M({2, H ) for n € N to approximate u by duality as

<un790> = <a7 Bl/n80> for wE C0(067ﬁ)'
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By construction, we directly obtain
(= 9} < il g By — Dl =0 for m = oo
for all ¢ € Co($2,, ﬁ), which implies u, —* @ in M(82., H). Furthermore, it holds

lunll ey = swp {un,9) = sup (@, Binp) < |lill pg )
HS"HCO(QC,IQ)Sl H‘P||(:O(Qc,fl)S

Due to the weak lower semicontinuity of the norm, it follows ¢ (uy,) — ¥(u) for n — co. It
remains to see that the wu, are actually elements of L2(f2.,L?(I)). In fact, we have u, €
L=(02., H) with

o wl/n(x’y) ) = wl/n(xhy)a/ 2)dlal (2 or
un(y)_~/(lc wl/n(x) d ( )_ 2 wl/n(aj) ( )d‘ |( ) ! € L

which can be verified by applying Fubini’s theorem to the expression [, (un(y), »(y)) 5z dy with
the above definition. Since the weight w,/, is bounded from below for fixed n € N, each u,
is uniformly bounded. It is obvious that u, is positive if u is positive, and we conclude the
proof. O

Remark A.1. To extend the previous result also for a weighted integral with continuous weight
& as in section 2.2.3, we can simply replace the measure u by its weighted version @ defined as
di = &du. Then we apply Proposition A.1 to obtain a sequence @, and set wu, = i, /4.

A.2. Auxiliary results

We give the proofs of some elementary results that were needed in Chapter 3.

We define the space Hr as the Hilbert space induced by the inner product derived from a
symmetric, positive operator T: H — H defined on a Hilbert space H with ||T|| g < 1.

Definition A.1. Define the symmetric and positive semi-definite form (-,-)p = (-,7 -) and the
associated seminorm ||-||7 = +/(+,-)r. The space Hr is given as

e~ (Mceer) e

which is the closure of the quotient space #/KerT w.r.t. the T-norm.

Proposition A.2. The bilinear form (-,-)r, extended in the canonical way to the quotient
space H/KerT, is symmetric and positive definite. Therefore, ||| is a norm on H/KerT.

Proof. Symmetry and positivity of (-, ) follow from Assumption 3.3. Defining a consistent
extension of (-,-)r to the quotient space #/KerT is straightforward. (Assume that ¢; = ¢2 + k,
where k € Ker T'. It follows (-,Tq1) = (-,Tq2).)

Suppose now that v € H with [|v||7 = 0. With the spectral calculus for self-adjoint operators,
we can introduce TV/2: H — H, since T is positive semi-definite. Since (-, )y = (T'/2-,T/2.)
we derive TY2y = 0, which implies Tv = TY2TY2y = (. In other words, v = 0 + Ker 7. It
follows that (-,-)p is positive definite on #/KerT. O
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Corollary A.3. Hp, endowed with the inner product (-,-)r, is a Hilbert space.

Proposition A.4. The operator T: H — H extends in a natural way to an operatorT: Hp —
H (denoted with the same symbol), such that

TNy <1 and T(v+KerT)=Tv forallve H.

Proof. The extension to the quotient space #/KerT with the above properties is clear. Consider
now an element v in the closure of #/Kerr, i.e., we have ||v, — v||r — 0 for n — oo for
some sequence {v,} C H. Therefore, we have TV/?v, — T'?v in H and we set Tv =
lim,, 00 T0,. Furthermore we have | Tv|| = limy,_oo|[T0n|| < [|TY2||g— i limy o0 | T 20, <
limy, o0 ||vn |7 = ||| since ||TV/2||g—x < 1 due to Assumption 3.3.(i). It is now easy to verify
that this extension of T" yields a linear operator with the desired properties. ]

We also needed the following elementary result.

Proposition A.5. Consider a positive real sequence g, > 0 for n € Ny, which fulfills the
estimate gny1 < 0gn + € with o < 1 for perturbations 0 < e, — 0 for n — oco. Then g,
converges to zero for n. — oco.

Proof. For convenience of notation, we can without restriction assume that gy = 0. By induction
we have for all n € N and 1 < m < n that

n—m

n—1 m—1 n—1
1 _ 1 1 o 1
gn§Za"lksk:U”mZamlksk+Za"1ksk§ supeg + sup g
k=0 k=0 k=m 1=0 0 — 9 k2m

by the geometric series. By choosing m sufficiently large, the second term becomes arbitrarily
small, since €, — 0 for n — oco. The first term can be controlled by choosing n > m sufficiently
large, which shows g, — 0 for n — oo. O

A.3. Interpolation error estimates

Mass lumping

We prove an estimate for the error due to mass lumping stated in Lemma 4.31, which was
needed in section 4.5.4. We use the same notation and make the same assumptions as there.
For d = 2 a proof of this standard result (which is very similar to the one given below) can be
found, e.g., in [AKV92; Ran08|.

Lemma A.6. Let up and @y be elements of U}%. For the mass lumping of the inner product
we have the a priori estimate

|(un, on) = (uns on)nl < CR? | Vupll 20, Vel L2 0.)-

Proof. The result is proved with the usual transformation and localization argument based on
the Bramble-Hilbert lemma. We introduce the reference triangle K and define the function

[ K =R, f(z)=1as(z)pn()
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for given linear functions 4y and @, € Py (K ). On the reference cell, the error due to quadrature
is given by

— | [ [f@) - np)@)] az

— | [ F@)d = Qi) <1f = inflla i

This term is estimated with the help of an interpolation estimate for the nodal interpolation.
We apply [BS08, Theorem 4.4.4] to obtain

1f = indll sz < CIF = indllpuiy < CIV Fllagiey

for ¢ =1 in the case of d =2 and ¢ > 3/2 in the case of d = 3 with a constant depending only
on ¢ and K (recall that W?29(K) embeds into the continuous functions for this choice of q).
We compute

V2f = V2 (anpn) = V2, ¢ + 2V Vo + 0, Vi@, on K

with the chain rule. Since 4y and @y, are linear, the first and the third term vanish. Therefore
we obtain

CIVaRY Gl o i) < CIVanl a1V 0y < CIVR L2 IV 0] 2

with Hélder’s inequality and the equivalence of all Lq(K ) norms on finite dimensional subspaces
of L°(K) (Viy, and V@, are constant). Again, the constant depends only on K and the
(arbitrary) choice of ¢ above.

By a standard transformation argument, this implies for any given cell K € 7 the estimate

[ unl)on(e)do = Qreapclunon)| < Ol [Tunll oo [ Vonl 2

where the constant C' additionally depends on the “shape-regularity” of the mesh (see, e.g.,
[BS08, Section 4.4]). By summing over the contributions from each cell, we finally obtain

|(un, n) — (U, on)n| =

/Qcm(zh un(@)pn(w) do - Z QTrap, K (Unen)

KeTy

< CR* > I Vunll 2 IVenll 2
KeTy,

< Ch? (Z |vuh”%2(K)) ( > ||V80hH%2(K))

KeTh KeTh
= Ch* | Vupll 2 (o) IVerllz2 o)

with the discrete version of Hélder’s inequality, which concludes the proof. ]

Nodal interpolation in time

We also give the proof of Lemma 5.13, which was needed for the analysis of the parabolic
control problem in section 5.3. We use the same notation as there and state again the result
for convenience.
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A.3. Interpolation error estimates

Lemma A.7. For any w € L*(I, H*(2) N H}(2)) N HY(I, L*(£2)) we have
|w = ixwl 21 r2(2)) < C k0wl L2(rx ), (A1)
lw — ikaLQ(I,Hg(Q)) < CkY? (Hathm(IxQ) + HAwHmeQ)) . (A2)
The estimate (A.1) is standard. To prove (A.2), we need an auxiliary result.
Proposition A.8. For any w € L?(I, H*(2) N HY(2)) N HY(I, L*(£2)) we have the estimate
Stlelg)HV(w(t) —w(D)72(0) < ClOwllr2ir,c2on 1AW L21,2(2))

where the constant C is independent of T .

Proof. Since w € C(I, H}(£2)) with the trace theorem [Ama95, Theorem IIT 4.10.2] we have a
unique, continuous representation [0, 7] > t + w(t) € H(§2) and hence for Aw(t) € H=($2).
Since ||Aw(-)|[z2(p) is square integrable, it is finite almost everywhere and we can choose a
point tg € [0, 7], such that

1 T
[ Aw()Fao) < 75 [ 1AW gy dt.
We can estimate with the triangle inequality that

sup[[V(w(t) = w(T)lz2(@) < 2sup|[V(w(t) —wlto))lz2@)- (A.3)

To estimate the term on the right we define the function v = w — w(tg), which is an element of
L3I, H*(2) N HL(2)) N HY(I, L?(£2)). By construction, v fulfills v(ty) = 0 and dv = dyw and
we can estimate

AV 21, 12(02)) < 2M1Aw| 22(1,2(02))
by the choice of 5. Now, we can apply a well-known identity, integration by parts and Hoélder’s
inequality to obtain for any ¢ € I that

t d t
Vo ey = [ 5o IV0(6) By ds = [ 2(0(s), ~Au(s)) ds
to AS to

< 210wl 21,222 1AV L2(1,2(02)) < 4110wl 221,222 AW L2(1,2(02))
and we finish the proof by combining this with (A.3). O

Proof of Lemma A.7. To show estimate (A.2), we first prove it on the reference interval I’ =
(0,1) for an arbitrary w € L2(I', H*(2) N HY(2)) N HY(I', L?(£2)). With Proposition A.8 it
holds on the reference interval that

IV (@ — @) Z2(p 1202y < fg}?”v(@(t) —d(1))[172(0)
< Clovd| 21,22 |1AD L2 (17, £2(02))-
By linear transformation this implies for w, restricted to an arbitrary time interval I,,, that
|w — w(tm)H%z(Im,Hg(Q)) < CknllOwwllp2(1,,, 222 1AW 21, 22 (2))

< Ckm (Hath%?(Im,LQ(Q)) + HAw”%Q(Im,B(Q))) :

The final result is obtained by summing these estimates over all intervals I,,, for m=1... M
and taking the square root. O
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