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Abstract

In many fields of image and video processing like image stabilization and video compression
information about movements of image values are required. These are frequently given as
an optical flow. The optical flow of an image sequence is identified as the velocity field of
apparent points of movements of objects projected to the image plane. The determination of
the optical flow is normally carried out by solving an optimization problem. In this thesis, we
investigate an optimal control problem for a given image sequence with the transport equation
as a side constraint which yields a time-continuous optical flow field of the image sequence as
the optimal control. The corresponding optimal state then represents a time-continuous image
interpolation of the sequence. For the transport equation we use results about well-posedness
of Ambrosio for BV -regular vector fields. Furthermore, we improve existing stability results
of solutions in the setting of spatial BV -regularity of the vector fields. With the aid of these
results we show the existence of minima of the objective function under various regularization
terms. In the second part of the thesis, we attend to differentiability of the problem. In a first
step we show Fréchet differentiability of the control-to-state operator with BV -regular initial
values of the transport equation. By smoothing this operator, Fréchet differentiability of the
composition of the control-to-state operator with the tracking term of the objective function
can be immediately proven. In a further proof, we show directly Fréchet differentiability of
this composition under the requirement that the image sequence satisfies a certain condition.
In the case that the condition is not fulfilled we are able to prove that the composition still
possesses a one-sided directional derivative. At the end, we show two duality relations which
are based on the adjoint equation of the transport equation on the one hand and on the
backward transport equation on the other hand. With the aid of these results we find two
different representations of the gradient of the composition. The thesis finally ends with
necessary optimality conditions of first order.






Zusammenfassung

In vielen Bereichen der Bild- und Videoverarbeitung wie Bildstabilisierung und Videokompri-
mierung werden Bewegungsinformationen von Bildwerten benétigt. Diese sind haufig als op-
tischer Fluss gegeben. Der optische Fluss einer Bildfolge bezeichnet dabei das Geschwindigkeits-
feld sichtbarer Punkte der in die Bildebene projizierten Bewegungen von Objekten. Die
Bestimmung des optischen Flusses erfolgt gewthnlicherweise durch das Losen eines Opti-
mierungsproblems. In dieser Arbeit untersuchen wir zu einer gegebenen Bildsequenz ein
Optimalsteuerungsproblem mit der Transportgleichung als Nebenbedingung, das als optimale
Steuerung ein zeit-kontinuierliches optisches Flussfeld dieser Bildfolge liefert. Der zugehorige
optimale Zustand stellt dann eine zeit-kontinuierliche Bildinterpolation der Folge dar. Fiir die
Transportgleichung benutzen wir Ergebnisse von Ambrosio zur Wohlgestelltheit dieser Glei-
chung bei BV -reguliaren Vektorfeldern. Dariiber hinaus verbessern wir vorhandene Stabilitéts-
aussagen von Losungen im Rahmen rdumlicher BV -Regularitdt der Vektorfelder. Mithilfe
dieser Resultate zeigen wir die Existenz von Minima der Zielfunktion unter verschiedenen
Regularisierunsgtermen. In der zweiten Hélfte der Arbeit widmen wir uns der Differenzier-
barkeit des Problems. In einem ersten Schritt zeigen wir die Fréchet-Differenzierbarkeit
des Steuerungs-Zustands-Operators bei BV -reguldren Anfangsdaten der Transportgleichung.
Durch eine Gléattung dieses Operators lédsst sich dann unmittelbar die Fréchet-Differenzierbar-
keit der Komposition des Steuerungs-Zustands-Operators mit dem Trackingterm des Zielfunk-
tionals zeigen. In einem weiteren Nachweis zeigen wir direkt die Fréchet-Differenzierbarkeit
dieser Komposition unter der Voraussetzung, dass die Bildfolge eine bestimmte Bedingung
erfilllt. Im Falle des Nichterfiillens dieser Bedingung kénnen wir nachweisen, dass die Kom-
position immer noch eine einseitige Richtungsableitung besitzt. Zum Schluss zeigen wir zwei
Dualitétsrelationen, die zum einen auf der adjungierten Gleichung der Transportgleichung
und zum anderen auf der riickwérts gerichteten Transportgleichung basieren. Mithilfe dieser
finden wir zwei verschiedene Darstellungen des Gradienten der Komposition. Die Arbeit endet
schlieBlich mit notwendigen Optimalitdtsbedingungen erster Ordnung.






Contents

1. Introduction 1
2. Mathematical basics and function spaces 7
2.1. Function spaces . . . . . . . . .o e e e e e 7
2.1.1. Spaces of continuous functions and approximation by mollifiers . . . . . 7

2.1.2. Space of Radon measures and subspaces of the space of BV -functions . 9

2.1.3. Time dependent function spaces . . . . . . . . . .. ... ... ..... 12

2.2. Theorems and concepts for vector space valued functions . . . . . ... ... .. 14
2.2.1. Differentiability of vector space valued functions . . .. ... ... ... 14

2.2.2. General theorems . . . . . . . . . .. ... 15

3. Well-posedness of transport equation 19
3.1. Existence and uniqueness of solutions of the transport equation . . . . . . . .. 20
3.1.1. Existence of solutions . . . . . ... ... ... ... ... ... ..., 20

3.1.2. Renormalization property and uniqueness . . . . . .. .. ... .. ... 22

3.1.3. Renormalization property for vector fieldson RN . . . .. ... .. ... 24

3.1.4. Renormalization property for vector fields on bounded spatial domains . 34

3.2. Stability results for the transport equation . . . . . . . .. .. ... ... ... 38
3.2.1. A compensated compactness result for weakly convergent sequences . . 38

3.2.2. Stability of solution operator: first improvement . . . .. ... ... .. 42

3.2.3. Stability of solution operator: second improvement . . . . .. .. .. .. 48

4. Optimal control problems 63
4.1. Time dependent vector fields with BV (£2) as codomain . . . . . . ... ... .. 64
4.1.1. Predual of BV(2) . . . . . .. 64

4.1.2. Closedness of bounded sets of time dependent vector fields . . . . . .. 66

4.2. Existence of minima of optimal control problems . . . . . .. .. ... ... .. 70

5. Unique flow and measure solutions for Lipschitz regular vector fields 77
5.1. Transport equation with Lipschitz regular vector fields . . . . . . . ... .. .. 78
5.1.1. The unique flow of Lipschitz regular vector fields . . . . . ... ... .. 79

5.1.2. Solutions of transport equations with Lipschitz regular vector fields . . 86

5.2. Measure solutions of the inhomogeneous continuity equation . . . . . . . . . .. 90
5.2.1. Existence and uniqueness of measure solutions . . . ... ... ... .. 91

5.2.2. A generalized existence result about measure solutions and stability . . 98

6. Differentiability properties of the control-to-state operator and the tracking term 103

6.1. Fréchet differentiability of the control-to-state operator L . . . . . . . . .. .. 104
6.2. Fréchet differentiability of the smoothed tracking term . . . . . .. ... .. .. 111
6.3. Differentiability properties of the tracking teem G . . . . . . . . .. .. ... .. 115

6.3.1. Products of BV-regular functions . . . . . . .. ... ... ... ..... 115

vii



Contents

6.3.2. Sets for the initial value ug and functions Y, . . . ... ... ... ...
6.3.3. Frechét differentiability of G . . . . . . . .. ... oL
6.3.4. HNl-almost everywhere limits for specific BV -regular functions .

6.3.5. One-sided directional differentiability of G . . . . . . . . .. .. ... ..

7. Gradient representation and optimality conditions

7.1. Relations between forward and backward equations and gradient representa-
tions of G . . . . . L
7.1.1. Adjoint equation and backward transport equation . . . . . .. ... ..
7.1.2. Duality relations between measure solutions and solutions of backward

equations . . . . ..o
7.1.3. 'Two representations of the gradient of G . . . . . . . .. .. .. ... ..

7.2. Optimality conditions . . . . . . . . . . .. .
7.2.1. Optimal control problems and existence of optimal controls . . . . . ..
7.2.2. Fréchet differentiability of the reduced objective functions . . . . . . . .
7.2.3. Optimality conditions of first order for the optimal control problems . .

A. Appendix

A.0.1. Proofs for auxiliary statements of chapter 5 . . . . . . . ... ... ...
A.0.2. Proofs for auxiliary statements of chapter 6 . . . . . . .. .. ... ...
A.0.3. Proofs for auxiliary statements of chapter 7 . . . . . . . ... ... ...

Acknowledgements

Bibliography

viii

147



1. Introduction

In many fields of image processing, a main task is to process information about motion of
pixel values and objects appearing in sequences of images. In medical applications, motion
information is used for comparing and matching ultrasound images and radiograms. For com-
pressing videos, knowledge about motion is applied to reduce the information which has to be
stored. In video decompression, motion information is used to generate intermediate images.
In these and many other applications, the generation of motion information is often based on
the so-called optical flow.

Optical flow basically describes the vector field of velocities of apparent points in the 2D
image plane. In general, it differs from the projection of velocities of moving object points in
the 3D space to the 2D image plane. In the 2D image plane, this projection of 3D movements
is normally not observable in total, but the changing of intensity values of visible points. The
vector field of velocities corresponding to these changes is then called optical flow ([AKO06]).
In applications, a continuous projection in time of 3D motion is usually not available, but a
sequence of projections of 3D scenes onto the 2D image plane at consecutive time points, i.e.
a sequence of images located at subsequent time points. In this situation, the optical flow is
not a vector field of velocities anymore but a vector field of displacements of apparent points
from one image to its subsequent image.

For a given image sequence, the computation of the displacement field was investigated by nu-
merous researchers in the last decades. Most of their works are based on the groundbreaking
work [HS81] of Horn and Schunck in 1981. In their work, Horn and Schunck developed the
computation of the optical flow based on the assumption of constant intensity values. More
precisely, Horn and Schunck assumed that the intensity values Y of some image do not change,
but their locations in the subsequent images can be different, i.e.

Y(t,aﬁl,l'g) — Y(t + At, 1 + Az, 0 + A.%'Q) =0.

Assuming in addition that the changes in location are small, the first order term of a Taylor
expansion represents a good approximation which leads to the so-called optical flow equation

oY + agnYACCl + 812YAx2 =0.

In this case, the optical flow field is given by (b1,bs) = (Ax1, Azs). For the computation,
additional constraints are needed since components of (b1, b2) perpendicular to the gradient of
the intensity values (9,,Y,0,,Y) cannot be determined. Therefore, Horn and Schunck intro-
duced some smoothness constraint which penalizes discontinuities of the displacement field.
This constraint is based on the assumption that neighboring points have similar deviations
and thus, the displacement field is smooth in general. As a consequence, Horn and Schunck
minimized the objective function

J(by,by) = /(OtY + 0105, Y + 5205, Y)% 4+ N(|Vb1|? + |Vba|?) dz1das
Q
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for computing the optical flow field, where €2 describes the image domain. The partial deriva-
tives 0Y, 0,,Y and 0,,Y were determined by using the image sequence. This approach of
Horn and Schunck and other approaches (e.g. [LK81]) were further developed in numerous
works in the subsequent decades. An overview of these works is given in [BSLT11].

Beside these time independent approaches, optimal control based formulations ([HS01, BIK03])
of the form

K
mmJub Zuu thy) = Yillp2(q) + R(D),

(P)
s.t. 8tu+Vu-b:O in (0,7) x €,

u(0,)=Y1 inQ

came up at the beginning of 2000 leading to time dependent optical flow fields. In [HSO1,
BIKO03], an image variable u for the intensity values is introduced in addition to the optical
flow variable b = (b1, by). These variables are defined on a spatio-temporal domain (0,7") x
and images Yy, k € {1,..., K} of a given image sequence are placed at specific time points
in the time interval [0,7]. The assumption that v and b satisfy the optical flow equation in
the domain (0,7") x 2 leads to the transport equation which appears as a side constraint of the
problems. The objective functions then consist of some regularization terms R and a tracking
term measuring the L2-distance between the given images Y) and u at specific time points.
In this case, a solution u of the transport equation can be seen as a continuous interpolation
in time of the image sequence and the corresponding optical flow field is then a vector field
of velocities in contraction to the vector fields of deviations in previously developed approaches.

In this thesis, our focus lies in the investigation of optimal control problems of the form
(P). In this connection, our interest is directed towards the determination of a setting for the
optimal control problems allowing preferably weak regularity and constraints for the optical
flow fields b and solutions w. In real problems, motion with discontinuities in the spatial do-
main naturally appear. Thus, one main task is to find conditions under which vector fields b
and solutions v with discontinuities in the spatial variable x are allowed and which still yields
well-posedness of the transport equation.

In [BIKO03], the authors presented some statements about well-posedness of the transport
equation in a setting with Sobolev regularity. However, theoretical results concerning the ex-
istence of some minimizing points are absent. In 2011, Chen in [Chell] and Chen and Lorenz
in [CL11] investigated a version of these optimal control problems and gave some further the-
oretical results. For vector fields b with C''-regularity in space and vanishing divergence, they
could prove that BV-regularity is preserved in time for solutions of the transport equation.
Furthermore, they showed existence of minimizing points for their optimal control problem
under Sobolev regularity assumptions on the optical flow fields. Their theoretical results are
based on results of DiPerna and Lions ([DL89]) about well-posedness of solutions for the trans-
port equation with Sobolev regular vector fields.

Unfortunately, Sobolev regularity of the vector fields in the spatial variable is too strict to
describe discontinuities. Therefore, we need new concepts for well-posedness of solutions al-
lowing discontinuities in the spatial argument of the vector fields and the solutions. In the
literature, different such concepts exist. One condition satisfying these requirements is the
so-called one-sided Lipschitz condition for vector fields. A vector field b satisfies this condition



if there exists some positive function a € L!((0,T)) such that
<b(t,$) - b(t7y)7 T — y) < a]x - y’2

holds for almost all (¢,z), (t,y) of the spatio-temporal domain. For the one-sided Lipschitz
condition Bouchut, James and Mancini introduced in [Fra05] the concept of duality solutions
for the forward multidimensional transport equation. A duality solution is a function satisfying
a certain duality relation with all solutions of the corresponding dual backward equation. For
this dual backward equation, Bouchut, James and Mancini generalized a solution concept,
the so-called reversible solutions, developed in [Fra98] for the one-dimensional case to the
multidimensional case. A crucial drawback of this approach is that the one-sided Lipschitz
condition only allows to show uniqueness of reversible solutions of the backward continuity
equation. Thus, a solution concept via duality solutions can only be established for the forward
transport equation.
In this thesis, we will use a different concept, which builds on the so-called renormalized
solutions and does not possess the previous drawback. It was developed by DiPerna and
Lions in 1989 in [DL89]. A function w is called a renormalized solution if it satisfies the weak
formulation of the transport equation and every composition 3(u) of u and some C! function
B is again a weak solution of the transport equation. DiPerna and Lions proved that any
weak solution of the transport equation with Sobolev regular vector fields is a renormalized
solution. This renormalization property then yields uniqueness of weak solutions for the
transport equation. In 2004, Ambrosio could extend this theory in [Amb04] to vector fields
with BV -regularity in space and absolutely continuous divergence. Some refinements and
extensions to this theory were given in some later works by Ambrosio, Crippa, De Lellis and
others ([Cri07, Lel07, CDS14b, CDS14a]). Since BV functions can have discontinuities, the
concept of renormalized solutions with BV -regular vector fields enables us to investigate the
optimal control problems in our favored setting. As pointed out in [Fra05], these two solution
concepts are in some sense orthogonal to each other, i.e. vector fields satisfying the one-sided
Lipschitz condition behave in an orthogonal way at its discontinuity points than vector fields
with BV-regularity and absolutely continuous divergence do.
A crucial step in the theory of renormalized solutions is the proof of convergence to zero of
the so-called commutator

re =b-V(uxp:)— (b Vu) * p.

as € — 0, where b denotes some vector field, u the corresponding solution and p. some molli-
fier. In contrast to L!-convergence to zero of the commutator in the Sobolev regular case, the
commutator only converge weakly* to some measure o for general BV -regular vector fields.
Therefore, Ambrosio had to develop various new techniques to give an upper bound for o
which then turns out to be zero. For our purposes, the existing stability results for the solu-
tion operator b — wuy of the transport equation provided in [DL89, Amb04, Cri07] were too
weak. Therefore, we proved essentially stronger stability results. In these proofs, a similar
term as the commutator appears and we used the same techniques Ambrosio had developed
to prove convergence to zero of this term as ¢ — 0. As a consequence we could show existence
of minimizing points of the optimal control problem in a quite general setting.

A further considered aspect in this thesis is the investigation of differentiability of the control-
to-state operator as well as its composition with the regarded objective function. Linearizing
the transport equation formally shows that derivatives of the control-to-state operator involve
derivatives of solutions with respect to the spatial variable. Thus, solutions of the transport
equation need at least BV -regularity in space to derive the control-to-state operator at the
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corresponding vector field in a meaningful way. Unfortunately, Colombini et al. showed in
[CLRO4] that in general BV -regularity is not propagated in time for vector fields with less
than Lipschitz regularity in the spatial domain. Therefore, we change our assumptions on the
vector fields to Lipschitz regularity in the investigation of differentiability. Beside the regu-
larity for the spatial variable, the integrability in the time variable plays an important role
in the investigation of differentiability. As we will see, the derivatives of the control-to-state
operator and its composition with the tracking term can be represented as integrals of vector
valued functions. Therefore, regarding the vector fields and the solutions as time dependent
vector valued functions, we demand Gelfand integrability in time for these functions.

Results about differentiability of the solution operator in several dimensions with regularities
assumed in this thesis are not known to exist in the literature. However, there are some
results for nonlinear one dimensional conservation equations treating differentiability (e.g.
[BJ99, Ulb01]). In these works, differentiability is proved for the solution operator depending
on the initial values of the partial differential equation. The idea of the proofs are based
on representing the difference quotient as the difference of two unique solutions of two linear
partial differential equations and to show that this difference tends to zero as the difference
of the initial values vanishes. We adopt this idea to prove Fréchet differentiability of our
control-to-state operator in C([0,7T], M(2) — w*). Smoothing of the solution operator then
leads to Fréchet differentiability of the composition with the tracking term of the objective
function. Under some refinements on the assumptions of the initial values and the functions
Y, Fréchet differentiability in the non-smoothed case can be shown if the jump sets of the
initial value and Y} satisfy some condition. If this condition is not fulfilled, we then prove
that the composition is still one-sided directional differentiable. Finally, using some kind of
duality relations, we present two different gradient representations at the end.

We divided the thesis into seven chapters. In the second chapter, we present mathemati-
cal basics and function spaces playing an essential role in this thesis. Beside the space of
functions of bounded variation and some of its subspaces we give a short overview about time
dependent function spaces. Here, we distinguish between Gelfand and Bochner measurabil-
ity and integrability for time dependent vector valued functions. Furthermore, we introduce
differentiability concepts and lists some theorems frequently appearing in the subsequent chap-
ters.

In the third chapter, our focus lies on the transport equation. The first section treats existence
and uniqueness of solutions for vector fields with spatial BV -regularity. In this part, we first
present results of Ambrosio and others ([Amb04, Lel07, Cri07]) on existence and uniqueness
of solutions for spatial BV-regular vector fields with the whole RY as the spatial domain.
We then use results on trace distributions ([CDS14b, CDS14a]) to conclude uniqueness of
solutions on bounded spatio-temporal domains via extension from the results on unbounded
domains. In [CDS14b, CDS14a], uniqueness of solutions on general domains is already shown
but we have chosen this way to be able to extend any solution on bounded domains to general
domains in the succeeding parts of the thesis. In the second part of chapter 3, we give two
essential improvements on stability of the solution operator. These results improve existing
stability statements given in [Amb04, Lel07, Cri07, DL89]. For the proofs, a compensated
compactness result, given for Sobolev regular vector fields in [Moul6] is generalized to BV-
regular vector fields.

In the fourth chapter, we consider optimal control problems with objective functions consisting
of some tracking term and some regularization terms. The transport equation appears as one



of the side constraints. For the regularization part, various combinations of regularization
terms are investigated. In the first section, our focus lies on time dependent vector valued
functions with BV (£2) as the codomain. We investigate the predual of BV (2) to clarify the re-
lation between the weak*-topology naturally appearing in dual spaces and the weak*-topology
usually used in BV (). Furthermore, we show closedness of some set of time dependent vector
fields with respect to some quite weak topology. With these results we are then able to show
existence of minimizing points for our optimal control problems with different regularization
terms in the second section.

In the fifth chapter, we turn to vector fields with spatial Lipschitz regularity. The chapter
serves as a supporting chapter, providing us with (established) results being necessary in the
successive chapters. In the first section, we present established theory about flows for Lips-
chitz regular vector fields. Furthermore, we extend results of [Chell, CL11] for solutions of
the transport equation with BV-regular initial values. In the second section, our focus lies
on general measure solutions of the inhomogeneous continuity equation. We present known
existence and uniqueness results for this equation. Furthermore, we prove existence of solu-
tions for the continuity equation in the case that the vector fields have less than Lipschitz
regularity. Finally, we show a stability result for these measure solutions

In the sixth chapter, we investigate differentiability properties of the control-to-state operator
L as well as its composition G with the tracking term of the objective functions of chapter 4.
In the first section, we prove continuous Fréchet differentiability of L as an operator mapping
to C([0,T], M(2)). In the second section, we first smooth L and prove that the smoothed
control-to-state operator is again continuously Fréchet differentiable. In a second step, we
then show that the composition of the smoothed L with the tracking term is continuously
Fréchet differentiable by using the chain rule for Fréchet differentiable functions. In the last
section of this chapter, we introduce some further assumptions on the initial values ug and the
functions Y;. Then, we directly prove Fréchet differentiability of G if some condition on the
initial value and the given functions Y} is satisfied. If this condition does not hold, we finally
prove that G is still one-sided directional differentiable.

In the seventh chapter, we first apply results of the fifth chapter to obtain existence and
uniqueness of solutions for the adjoint equation as well as for the backward transport equa-
tion. Then, we prove two relations depending on solutions of these equations. These relations
will give us two representations of the gradient of GG: one based on solutions of the adjoint
equation and the other one based on solutions of the backward transport equation. In the
second part of this chapter, we apply results of the previous chapters to obtain optimality
conditions of first order for the optimal control problems in chapter 4. The setting will be
stricter than in chapter 4 in order to ensure Fréchet differentiability of G. Due to the gradient
representations of the first part, we obtain specific representations of these conditions.






2. Mathematical basics and function spaces

2.1. Function spaces

2.1.1. Spaces of continuous functions and approximation by mollifiers

Let O C RN be a subset. We set for m € Ny the Banach space C™(Q) as the set of functions
f:0—=R,

such that f is continuous, D®f exists and is continuous for all multi-indices a € N} with
|a|l; < m and is bounded with respect to ||~||Cm(o). The norm is given by

W lomoy == 32 10°fll. .
la|<m

Here the sup-norm ||-||, is defined for a function g : O — R* with k € N as

19l = sup |g(z)],
zcO

where |-| denotes a fixed norm in R*. We will use the Euclidean norm in this thesis if we do not
specify differently at some point. For m = 0 we write C(O) instead of C°(0). Furthermore,

C®(0):= () c™0)
m=0

is the space of infinitely often continuously differentiable functions and C2°(O) denotes the
functions f € C*°(0O) with compact support in O. Analogously, for m € Ny C*(O) denotes
the functions in C™(O) with compact support in O and CJ*(0O) is the closure of C°(O) with
respect to [|[|cm (). Moreover, a function f : O — R is called Hélder continuous with Holder
exponent /3 € (0, 1] if there exists some ¢ > 0 such that

f(x) = f()] < clz—y|?
is satisfied for all z,y € O. We then set
Jx) — fly
floso) = sup M
zye0, |z —y|
TH#Y
and define Holder spaces as
C™P(O) ;= {f € C™(O)| D“f is Holder continuous with exponent 3 for all |a| < m},

which are Banach spaces with norm

[fllems o) = Ifllem oy + gllgi; 1D fles o -
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In the case 8 = 1 the functions f € C%1(0) are called Lipschitz continuous and we will use
the term Lip(O) for the space C%!(O).

In this thesis we use mollifiers a number of times. A mollifier is a function p € C2° (RY) such
that

p(z) >0 for all z € RY, supp(p) c RY is compact and / p(x) de = 1.
RN

The standard mollifier we will use is given by

1
o) = poel-l=l® if |z| < 1,
0 if 2] > 1,

where pg > 0 is chosen such that

/ plz) do = 1.

RN

For € > 0 and some mollifier p € C° (IRN ) we set

pe(x) = e Np(e L) for € RV.

Then p; is a mollifier again and in the case of the standard mollifier supp(p:) = B:(0). Now,
for a function f € L*(O) the convolution with some mollifier p. is defined by

(oo )(x) = / pe( — 1) f(y) dy,

RN

where f outside of O is set to zero. In this case, the following statement about approximations
holds.

Theorem 2.1.1 Let f: O = R be a function and p € CZ° (RN). We set f =0 in RN\O.
Then, the following holds:

(i) If f € LP(O) with 1 < p < oo, then (pe x f)|lo € LP(O) with
[(pe = Nloll oy < Nfllppy  and  (pex fllo = f in LP(O) as e — 0.
it) If f € C(O), then for every compact set K C O

(pex )l = flxk in C(K) ase — 0.

Proof: The statement is proven in Lemma 4.22 in [Dob10].



2.1. Function spaces

2.1.2. Space of Radon measures and subspaces of the space of BV -functions

We start this subsection with a brief summary about Radon measures and their role as ele-
ments of a dual space. The results and definitions can be found in [AFP00].

Let m € N, O C R¥ be a set and let B(O) be the Borel o-Algebra. We call a set func-
tion
w:B(O) - R™
a measure if p(0)) = 0 and if
H < U Bn) = Z :U’(Bn)
neN neN

is satisfied for any sequence of pairwise disjoint sets (B,) C B(O). For a measure p its total
variation is then defined as

|| (B) := sup { > " |u(Bn)| | Bn € B(O) pairwise disjoint, B = | J Bn} :

neN neN

Now, we call a set function p : B(O) — R™ a Radon measure if 4 is a measure on (K, B(K))
for every compact set K C O. If pu is a measure on (O,B(0)), then we say that it is a
finite Radon measure. The term M,.(O)™ (resp. M(O)™) denotes the space of R™-valued
Radon (resp. finite Radon) measures on . For these spaces we have the following Riesz
representation: for every additive and bounded functional L : Cp(O)™ — R, there exists a
unique finite Radon measure pz, € M(O)™ such that

L) = [ f@) dus(a) ¥ 7 € CoO)™
i=1 o

In this case, we have that

1Ll = sup {L()] | £ € CoO)™, I flleopm < 1} = 12 (O) = it |agiopm -

Analogously, for every linear and bounded functional L : C.(O)™ — R™, there exists a unique
Radon measure py, € Mo.(O)™ such that

L) = [ f@) dus(@) ¥ 1 € ClO)™
=1y
The above result just states that the dual of the Banach space Cp(O)™ can be identified with
M(O)™ and the dual of the locally convex space C.(O)™ with M;.(O)™. Now, let u be a

finite, R™-valued Radon measure and (p,) C M(O)™ a sequence. We say that (u,) converges
weakly* to p in M(O)™ if

/f(x) dpin () — /f(a;) du(z) YV f e Co(O)™.
@] @]

In the same way, we say that a sequence (u,) C M(O)™ converges locally weakly* to
€ Moe(O)™ if

/ (@) dim(z) — / F@) du(z) ¥ f € Ca(O)™.
(@) O
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Finally, a bounded sequence (u,) C M(O)™ has a weakly™ convergent subsequence and the
map p — |p| (O) is lower semi-continuous with respect to the weak* convergence.

In the second part of this subsection we introduce the Banach space of BV functions on a
set O and some of its subspaces. As above, the results and definitions can be found in [AFP00].

Let © ¢ RY be an open, connected and bounded subset with Lipschitz boundary 00. A
function f € L'(0O) is a function of bounded variation if the distributional derivative Df is
given by a finite Radon measure in O, i.e. if there exists (u1,...,un)" € M(O)Y such that

/ F(@)0r () da = — / o(z) du(z) ¥ o € C2(0)
O

(@]

and for all ¢ = 1,..., N. We then set 0., f := p; for i = 1,...,N. The vector space of all
functions of bounded variation in O is denoted by BV (0). For f € L'(O)™ the variation
V(f,O) is given by

V(f,0):= Z/fi(x) div pi(z) dz| o € C:(O)™ N ol giopmxn <1
i=1
and the following properties hold:
(i) fe BV(O)™ if and only if V(f,O) < oo,

(ii) V(f,O0)=|Df|(O) for any f € BV(O)™ and

(iii) f > |Df|(O) is lower semi-continuous in BV (0)™ with respect to the L!(O)™-topology.
Together with the norm

1 lsvoy = If 1oy + 1DFI(O)

BV (O)™ is a Banach space. The derivative of a BV function can be split into three compo-
nents according to Lebesgue’s decomposition theorem, i.e.

Df =D +D°f + DI f,

where D®f denotes the absolutely continuous part of D f with respect to the Lebesgue measure
LN, D¢f denotes the Cantor part and D7 f denotes the jump part of Df. Then, a function
f € BV(O)™ is a special function of bounded variation if D¢f = 0. The set of special functions
of bounded variation is denoted by SBV(O)™ and is a subspace of BV (O)™.

For our purposes the norm topology is too strong and thus, as in [AFP00], we introduce two
weaker topologies leading to weaker terms of convergence.

Definition 2.1.2 (Weak* convergence) A sequence (f,) C BV (O)™ converges weakly* to
some f € BV(O)™ if (f,) converges to f in L'(O)™ and (Df,) converges weakly* to Df in
M(O)™N e

lim Z/go](x) A0y, fnj(x) = Z/go](x) d0Oy, f(x) for all € Co(2)™

n—00 4
Jj=1 O j=1 o

and for alli=1,...,N.

10



2.1. Function spaces

In the literature the term weak* convergence for this kind of convergence is commonly used
but in general it is not equal to the usual weak* topology in functional analysis if we consider
BV(0O) as a dual space (see Remark 3.12 in [AFP00]). However, for sufficiently regular
domains O these two topologies coincides and we will have a closer look in Chapter 4 for
which regularity of the domain this case occurs.

Definition 2.1.3 (Strict convergence) A sequence (f,) C BV (O)™ converges strictly to
some f € BV(O)™ if (fn) converges to f in L*(O)™ and (|Df,|(O)) converges to |Df|(O)
asn — oo.

Due to Proposition 3.13 in [AFPO00] strict convergence implies weak® convergence. Now,
Theorem 3.87 and Theorem 3.88 in [AFP00] yield that for m € N, there exists a linear

mapping
T:BV(O)™ — L' (00, HN L oO)™

which is continuous with respect to the topology induced by strict convergence. Next, we
consider the set
BV (O)™ :={f € BV(O)™"| T(f) =0 on 00} .

Obviously, this set is a vector space and it is closed with respect to the strict topology since
it is the preimage of {0}. As the strict topology is weaker than the norm topology, BVy(O)™
is closed in the norm topology and hence a Banach space. Now, for a function f € BV (0)N
we use the notation

N oo
Di = — 1.
iv f gaxkﬁc

If Div f is absolutely continuous with respect to some measure u € M(O), i.e. Div f < p, we
denote its density function by div f, i.e.

Div f = div fu.
For BV -functions, we consider the following subspace
BV (O)N == {f € BV(0)"| Div f < LN}
and we obtain the result:

Theorem 2.1.4 BV, (O)Y is a closed subspace of BV (O)N with respect to the norm topology
and thus it is a Banach space.

Proof: Obviously, BV, (O)V is a subspace of BV (O)". Now, let (f,,) C BVaiy(O)" be a
sequence, converging to f € BV (O)V, i.e.

|Df, — Df|(O) =0 as n — oo.

Then, the total variation is given by

|Dfn — Df|(O) :=sup Y [ Dfn(B;) = Df(B))lly; | Bj C O is a countable partition of O p,
J

11
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where ||-||,; denotes a fixed matrix norm in R¥*¥. Hence, since for all B € B(0), BUB® = O
is a partition of O, we obtain that for all i =1,..., N

|(Oz; fri — Oz, fi)(B)| = 0 vV B € B(O).
Thus,

|(Div f,, — Div f)(B)| — 0 vV B € B(O).
As Div f,, < LV, there are functions div f,, € L'(O) such that

/ div fo(z) dz — (Div f)(B) ¥ B € B(O).
B

Using Theorem 10 in Chapter 5 of [AS85] yields that there exists some function g € L*(O)
such that

/div fn(x) do — /g(:ﬁ) dx vV B € B(O).
B B

Hence, Div f is absolutely continuous with respect to the Lebesgue measure with density func-
tion g. Thus, f € BV, (O)Y and BVg;, (O)¥ is a Banach space.
O

2.1.3. Time dependent function spaces

In this thesis, we work with functions defined on bounded time intervals I C R with values
in some Banach space X. For these functions we use the term LP(I,X) with p € [1,00] to
describe the function space wherein those lie. Depending on the kind of Banach space X, the
term has different meanings:

(i) In the case X is separable, the term LP(I, X) means the space of Bochner integrable
functions with values in X. Typical Banach spaces which will appear are

X =C™0), LP(0), W'P(0),... for m € Ny and p < co.

(ii) In the case X is a non-separable dual space, the term LP(I, X) denotes the space of
Gelfand integrable functions with values in X. This case will appear for the Banach
spaces X = BV (0), X = M(O) and X = WH>(0).

In the following, we give a brief summary about Bochner and Gelfand integrability of time
dependent functions. These results can be found in [AB06, Sch13, Emm04, Sus08].

Let X be a Banach space, I C R a bounded interval and let f : I — X be a function. Then
f is called Bochner measurable if there exists a sequence of simple functions (f,,) such that

fu(t) = f(t) in X for £'-almost all t € I

as n — 00. A simple function is a function g : I — X with finitely many different values
in X, which are defined on Lebesgue measurable subsets of I. Furthermore, f is called weak
measurable if for any 2/ € X’ the function

t e (2, f(t)>X’,X

12



2.1. Function spaces

is Lebesgue measurable. If X is separable, these two definitions are equivalent. Now, a
Bochner measurable function f is called Bochner integrable if for some sequence of simple
functions (f,,) being almost everywhere pointwise convergent to f and if for every € > 0 there
exists some N(¢) € N such that

Lﬂm (Dl dt | <e

for all m,n > N(e). In this case, the integral on a Lebesgue measurable set B C [ is defined

as
K(n)

/f = lim /fn xg(t) dt = lim Z Far L ({t| t € BN By,
n—00 pt

n—00
B

where B,, ;, C I denotes the K(n) € N disjoint, Lebesgue measurable sets where f,, is constant
with value f, € X. Then, a Bochner measurable function f is Bochner integrable if and
only if ¢t — || f(t)|| x is Lebesgue integrable and we have

Héﬂ”ﬂLSZW@udt

for any measurable subset B C I. For p € [1,00) we denote by LP(I, X) the space of equiva-
lence classes of Bochner integrable functions f : I — X such that

/ww&ﬁ<w-
I

For p = oo we define the space L*°(I,X) as the space of Bochner measurable functions
f I — X such that t — || f(t)|| x is essentially bounded in I. Now, let X be a non-separable
dual Banach space. Then, a function f : I — X is called weak™ measurable if for any p € P
with predual Banach space P of X the function

t= (f(t):p)xp

)

is Lebesgue measurable. A weak* measurable function f is Gelfand integrable over some
measurable set B C I if there exists some zg € X such that

(wnp) = [ (0.

B

is satisfied for all p € P. The unique vector xp is called the Gelfand integral of f over the set
B and is denoted by zp = [ fdt. We call the function f Gelfand integrable if the integral
exists for all measurable subsets B C I. If a function f : I — X has the property that
t— (f(t),p) is Lebesgue integrable for any p € P, then f is Gelfand integrable. In this case,
we obtain that

t sgg (f@),p) =1fOlx
llpl <1

13
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is measurable and if ¢ — || f(¢)|| y is additionally integrable, then we have that

WMXS/WWMdt
B

For non-separable dual Banach spaces X we set for p € [1,00) the space LP(I, X) as the space
of Gelfand integrable functions f : I — X such that

ﬁmm&ﬁ<w
I

Analogously as before, we define the space L>°(I, X) as the space of weak* measurable func-
tions f : I — X such that t — || f(¢)|| y is essentially bounded in /. Finally, for a reflexive and
separable Banach space Y with X < Y we have that

LP(I,X)— LP(1,Y)
for any 1 < p < oo if the identity map

id: X Y ~ (Y
is weak*-weak* continuous, i.e. a Gelfand integrable function is Bochner integrable if it is
considered as a mapping with codomain Y: due to Lemma 7.37 in [Sus08| any function f in

LP(I,X) represents a Gelfand integrable function from I into (Y'). Consequently, for any
y' € Y/ we obtain that

L <f(t),y'>(y,),’yl - <y', f(t)>Y’,Y

is measurable, i.e f is weak Bochner measurable. Since Y is separable and t — || f(t)|| y is
integrable, we obtain that f € LP(I,Y). In the thesis, this relation will be applied in the
following cases, if @ C R" is a bounded set:

(i) BV(O) < LP(O) with 1 < p < 7N,
(i) WhH(0) — WP(O) for 1 < p < oo,
(iif) L>(O) < LP(O) for 1 < p < cc.

In all three cases, the identity map is obviously weak*-weak* continuous.

2.2. Theorems and concepts for vector space valued functions

2.2.1. Differentiability of vector space valued functions

Main statements in this thesis investigate various differentiability properties of vector space
valued functions. We give a short overview of differentiability concepts used in this work. The
definitions and results can be found in chapter 1, §3 in [Lan95] and in chapter 40, §4.10 in
[Zei85].

Definition 2.2.1 Let X and Y be two topological vector spaces, U C X a neighborhood of
zero and ¢ : U — Y some mapping. The function ¢ is called tangent to zero if for each
neighborhood W C'Y of 0 there exists a neighborhood V- C X of zero such that

e(tV) C o(t)W

for some function o : (—a,a) — [0,00) with some a > 0 and @ —0ast—0.

14
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If X and Y are normed spaces, then the above definition is equivalent to

|o(@)] < fali(x),
where ¢ : X — R is a function with ¢(x) — 0 as |z| — 0.

Definition 2.2.2 (Fréchet differentiability in topological vector spaces) Let X andY
be two topological vector spaces and U C X an open set. Furthermore, let f: U — Y be some
continuous map. We say that f is Fréchet differentiable at xo € U if there exists a continuous
linear map T : X — 'Y such that

f(xo+y) = f(xo) + Ty + ¢(y)

holds for some neighborhood V- C X of zero with xg +V C U and ¢ : V — Y is tangent to
zero. In this case we set D f(xg) = T. If f is Fréchet differentiable at every point x € U, then
we say that [ is Fréchet differentiable.

For compositions f o g of functions g : U C X - Y and f: V C Y — Z with g(U) C V
and topological vector spaces X,Y and Z, the chain rule holds: if g is Fréchet differentiable
in zy € U and f is Fréchet differentiable in g(xq), then f(g(xg)) is Fréchet differentiable in xg
with

D(f o g)(z0) = Df(g(z0))Dg(xo).

Beside Fréchet differentiability, one-sided directional differentiability will play some role.

Definition 2.2.3 (One-sided directional differentiability) Let X be some normed space,
U C X an open set and f : U — R some continuous function. We say that f is one-sided
right directional differentiable at some xg € U in direction & € X if

5. (20, 3) = tl_i>%l+ f(zo + t:l;) — f(zo)

exists. In the same way, we say that f is one-sided left directional differentiable at some
xo € U in direction & € X if

exists.

2.2.2. General theorems

In this subsection we repeat some well-known results which will be used several times in this
thesis. We start with Gronwall’s lemma.

Lemma 2.2.4 (Gronwall’s lemma) Leta,b € [0, 00] witha < b and let f and g be elements

of L*((a,b)) as well as h € L'((a,b)) such that h(t) > 0 for almost all t € (a,b). Assume
that the inequality

F(t) < g(t) + / h(s)f(s) ds

15
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holds for almost allt € (a,b). Then

t

F() < glt) + / h(s)g(s)el: PO g

a

for almost all t € (a,b). In addition, if g is monotonically increasing and continuous in (a,b),

then .
F(t) < ela Mg (p),

Proof: The statement is proven in Lemma 7.3.1 in [EmmO04].
O
Our next theorem is Lebesgue’s dominated convergence theorem which we present for general
Bochner spaces. The classical statement for functions with values in finite dimensional Banach
spaces is a special case of this statement.

Theorem 2.2.5 (Lebesgue’s dominated convergence theorem) Let 1 < p < oo, X be
a separable Banach space and denote I C R an open, bounded interval. If addition, let
(fn) C LP(1,X) and (gn) C LP(I,R) be sequences and f : I — X as well as g : I — R two
functions. Then, if the following holds

(i) fo(t) — f(t) in X for almost allt € I,
(1t) || fn(t)||x < gn(t) for almost allt € I and
(iii) gn — g in LP(I,IR),

we have that f € LP(I,X) and
fo— f in LP(1, X).

Proof: The proof can be found in Theorem 10.4 in [Sch13].

Theorem 2.2.6 (Arzela-Ascoli for locally convex Hausdorff spaces) Let X be a com-
pact space, Y be a locally convex Hausdorff space. Then a closed subset F of C(X,Y) with
respect to the compact-open topology is compact if and only if F is an equicontinuous family
of mappings and the set {f(z)| f € F} CY has a compact closure for every x € X.

Proof: The theorem is a consequence of Theorem 3.4.20 in [Eng89].
O
In the thesis we will apply this theorem to the case where X = [0,7] and Y is a locally convex
space of the form

Y =(Z,Py) or Y= (Z’,PZ)
where Z denotes some Banach space and
(1) Pz ={px| po(2) = (', 2)|,2 € Z,2' € Z'}

(ii) Py = {p.| p.(z') = |{, 2)|,2 € Z,2 € Z'}

16
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denote the sets of seminorms defining the locally convex spaces. These locally convex spaces are
obviously Hausdorff spaces. Furthermore, we know that in both cases a subset F' C C([0,77],Y)
is equicontinuous if the sets {p o f| f € F'} are equicontinuous for each p € Pz or p € Py.
Finally, if a sequence (f,) € C([0,T],Y) converges to f € C([0,7],Y) in the compact-open
topology, then

pofn—pof inC(0,T]) asn— o

for each p € Pz or p € Py.

17






3. Well-posedness of transport equation

In this chapter, we consider the transport equation

ou+b-Vu=0 in (0,7) x O,
u(0,-) =up  in O,

on the spatio-temporal domain (0,7) x O C R x R for some given functions b and ug. In
the first section we present the uniqueness theory for solutions of the transport equations with
vector fields having spatial BV -regularity. In this generality, the theory was first shown by
Ambrosio in his groundbreaking work [Amb04]. It is based on the concept of renormalized
solutions saying that any composition of a solution with some C!(R) function is again a
solution of the same transport equation. This concept was developed by DiPerna and Lions
in [DL89] where they proved uniqueness of solutions of the transport equation for vector fields
with spatial Sobolev regularity. In the following, we give a detailed summary of this theory
where we also use a slightly different definition of renormalization as Ambrosio and others
([Amb04, Cri07, CDS14b]) did. Our definition, which is used by De Lellis in [Lel07] and
originally by DiPerna and Lions in [DL89] also includes the demand that the composition
B(u) of any solution u with any C'(R) function 8 has to be equal to some composed initial
value at t = 0, i.e. if ug is the initial value for u then [(u) has to be equal to B(ug) at
t = 0. Ambrosio as well as DiPerna and Lions developed their theories for domains where the
spatial component is the whole RY. Our requirement is to have a corresponding theory for
domains with general spatial subsets @ C RY. This theory is provided by Crippa et al. in
[CDS14b, CDS14a] where they showed the results directly on general domains. Our approach
here is different. We show that, under our assumptions, solutions on general domains can
be extended to the domain with spatial component RY. Then, we use the existing theory of
Ambrosio for this case to prove uniqueness of solutions which leads to uniqueness of solutions
on general domains. For extending solutions to R in the spatial variable we apply results
about trace distributions of specific functions developed by Ambrosio and others in [ACMO7]
and also appearing in [CDS14b|. Beside uniqueness, the existing theory provides us with a
first stability result. In the second part, we improve this stability result with two further
stability theorems. In the proof of the first stability theorem we use Arzela-Ascoli and the
renormalization property to show strong convergence of solutions in C([0,7T], LP(Q2)) for any
p < oo under weak convergence of the vector fields in L'((0,7) x Q)" and some further
assumptions on the divergence as well as on the initial data. This result can already be found
in [DL89] for vector fields satisfying some condition on uniform translation in the spatial
argument. However, this result does not appear in [Amb04, Cri07] and we will show that
our additional assumptions on the vector fields yield that the condition of DiPerna and Lions
is fulfilled. In the second stability theorem we further weaken the assumptions of the first
theorem using an idea of DiPerna and Lions in [DL89] to prove the statement. In this proof
the statement of the first stability theorem will be needed. Again, the result of the second
statement already appears in [DL89] under Sobolev regularity assumptions but does not exist
for vector fields with spatial BV -regularity.
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3. Well-posedness of transport equation

3.1. Existence and uniqueness of solutions of the transport
equation
3.1.1. Existence of solutions

Let T > 0 and O C RY be an open set. In the beginning, we will consider the following
problem before we concentrate on a bounded spatial domain Q Cc RY:

ou+b-Vu=0 in (0,7) x O,

u(0,) =up  in O. (8.1)

We look for solutions solving the above partial differential equation in a distributional sense.
Before we can start investigating the above problem we have to clarify what is meant by b-Vu
when the vector field b is not smooth: if u € L*((0,7") x O) with

be L'(0,T) x O)N and divbe L'((0,T) x O),
we define the distribution b - Vu € D'(R x O) by
(b-Vu,p) = —(bu, Vi) — (udivb, ) VyeCrXRx0)

where we extend the involved functions in the temporal domain by zero. Thus, we have the
following general definition of weak solution of (3.1):

Definition 3.1.1 (Weak solution) Let b € L'((0,T) x O)N, ug € L>®(O) and let the dis-
tributional divergence divb € L'((0,T) x O). Then, we call a function

u e O([0,T], L(O) — w*)

a weak solution of (3.1), if the following equation is satisfied

T

//u(t,x) (pe(t,x) +b(t,z) - V(t,z) + p(t,z)divd(t, x)) dedt = —/uo(ac)go(O,x) dx
0 O @]

for all o € C°([0,T) x O).

We start with the existence of weak solutions for (3.1) in the case O = R”.
Theorem 3.1.2 (Existence of weak solutions in RY) Let b € L' ((0,T) x IRN)N with
divb € L' ((0,7) x RY) and let ug € L (RY). Then there exists a weak solution u €

C([0,T], L (RN) — w*) to (3.1) in the case O = RN with
[[u(t; ) Loomavy < lluoll poo(mav)
for all t €10, 7).

Proof: The theorem is proven in [Cri07]: the existence of a solution u € L> ((0,T) x R")
is shown in Theorem 2.2.3, the bound on the L°°-norm of u is a consequence of the maximum
principle and Remark 2.2.2 shows that u can be seen as an element of C ([0, T], L= (RY) —w*).

O
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Now we consider an open and bounded subset Q C RY with Lipschitz boundary 9. Our
next aim is to show existence of solutions on the domain (0,7") x Q. Extending the involved
functions by zero to the entire RY and using the above existence result is not possible without
further ado since the divergence of the vector field must not be an element of L' ((0,7) x RY)
anymore. But if we restrict us to vector fields b € L'((0,T, BVy(Q))", then this kind of ex-
tension yields Lebesgue integrable divergence. For this case we have the following result.

Lemma 3.1.3 Let O C RY be an open and bounded set with Lipschitz boundary 0O and let
f € BVo(O)YN with div f € LY(O). Then f can be estended to a function in BV (RN)N with
div f € L' (RY).

Proof: Since the zero function in R\ belongs to BV (IRN \6), Theorem 1 in chapter
5.4 in [EG92] yields that f, given by

= ) fle) ifreO,
0 if v € RM\O,

lies in BV (]RN )N. If we define the function

_)div f(z) ifxreO,
he) = {o it € RN\O

then h € L' (]RN ) Hence, by using Theorem I in subsection 5.3 of [EG92|, we obtain the
following: for ¢ € C° (RV) and i € {1,..., N}

[ @) do = [ @) do= = [ ola) don1)(e),
and thus

Fla) - V(o) do = = [ pla) dDiv pa) = = [ o) div f(@) da

_ _/]RN o(2)h(z) da.

Hence Div f = hL! and thus is absolutely continuous with density h € L' (]RN )

RN

O
With the above lemma, we are now able to show the existence of solutions on (0,77) x Q).

Theorem 3.1.4 (Existence of weak solutions on bounded domains) Let ug € L*°(Q2)
and let b € L'((0,T), BVo(Q))N with divb € L*((0,T) x Q). Then there exists a weak solution
u € C([0,T], L>°(Q) —w*) of (3.1) in the case O = ().

Proof: We use Lemma 3.1.3 to extend b(t,-) in the spatial variable by 0 to the entire
RY for almost all t € (0,7). Analogously, we extend ug to R by 0. Obviously, b €
LY ((0,T, BV(RM)Y < L' ((0,T) x RY)"™ with divh € L ((0,T) x RY). Thus, Theorem
3.1.2 yields a weak solution v € C([0,T], L>™ (]RN) — w*) of the transport equation with
vector field b and initial data ug € L (]RN ) As

C([0,T) x Q) ¢ 2 ([0,T) x RN,
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3. Well-posedness of transport equation

the restriction of u on (0,7") x € is a weak solution of (3.1) in the case O = Q.
U

Remark 3.1.5 In the above case, the solution u € C ([O,T], L™ (IRN) — w*) is equal to zero
on (0,T) x RN\Q: let ¢ € C((0,T) x RN\Q). Then

T
0= / / U(t, x)(aﬁo(t: (L‘) + b(tv .’L‘) ) V(P(t, .f) + Sp(t, l’) div b(t, .%')) dxdt + / uo(g;)(p((), Z’) dz
? RV\D RN\Q

T
:/ / u(t, x)opp(t, x) dxdt.
0 RM\Q

Thus, the weak derivative 0fu|(0 T)xRN\Q in t exists and is equal to zero. Hence, u|(O T)xRN\Q
must be constant with respect to the time t, i.e.

ulomxrmalt, ) =v e L™ (RM\Q)  forallt € (0,7).

Since u € C ([O,T], L® (IRN) - w*), we obtain for all ¢ € L! (RN\Q) :

/ ~v(x)Y(x) do :/ ~u(0,2)Y(x) dz :/ ~wo(z)yY(x) de = 0.
RN\Q RN\Q
Hence v =0 and thus u’(O,T)xRN\ﬁ =0.

Remark 3.1.6 Using Remark (3.1.5), we obtain for a solution w € C([0,T], L>*(92) — w*)
with initial value ug € L>():
[t M oo () = lults M poe ) < ol ooy = lluollpoe (o)

for allt €10,T).

3.1.2. Renormalization property and uniqueness

Existence results can usually be obtained with quite weak assumptions. To gain uniqueness
of solutions, special concepts are needed which solutions of the PDE have to satisfy. For the
transport equation, DiPerna and Lions developed in [DL89] the concept of renormalization for
proving uniqueness of weak solutions. This concept is based on a feature of smooth solutions:
a smooth solution u is constant on specific characteristics X (¢,0,z) given by the flow X of
the vector field b, i.e. the value ug(x) of the initial function uy at a spatial point = is just
transported along its characteristic X (¢,0,z) and thus it does not change. Therefore,

u(t,-) = uo(X(0,t,-)) forallt > 0.

In chapter 5, we will give a precise definition of the flow together with some of its properties.
Now, the composition with any 8 € C1(R) yields that

B(u(ta )) = B(UO(X(()?tv ))) = (ﬁ(UO))(X(Oa t, )) for all £ >0

and thus, the composition is again a solution of the transport equation with initial value S(uq).
This property is used in the concept of renormalization for proving uniqueness.
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3.1. Existence and uniqueness of solutions of the transport equation

Definition 3.1.7 (Renormalized solution) Let ug € L¥(2), b € L'((0,T) x QN with
divb € L'((0,T) x Q) and let u € C([0,T], L=(Q) — w*) be a solution of (3.1). We call u a
renormalized solution if for any C'-function B : R — R the function B(u) is a weak solution

of

Of(u)+b-Vp(u)=0 in (0,T) x Q,

) (3.2)
B(u(0,-)) = Blug)  in Q.

We are not only interested in solutions which can be renormalized but in vector fields leading

to transport equations having only renormalized solutions. This property is called renormal-

ization property.

Definition 3.1.8 (Renormalization property) Let b be a vector field in L*((0,T) x Q)V
with divb € LY((0,T) x ). We say that b has the renormalization property if for every
ug € L*(Q), every bounded solution of the transport equation with vector field b and initial
data ug is a renormalized solution.

Now, if a vector field b has the renormalization property, then uniqueness of solutions of the
corresponding transport equation can be concluded. Furthermore, a first stability result can
be deduced for convergent sequences of vector fields.

Theorem 3.1.9 (Uniqueness and stability of solutions on bounded domains) Let the
vector field b € LY((0,T), BVo())N with divb € LY((0,T), L>=(Q)) has the renormalization
property. Then, for every ug € L (), the solution to the transport equation (3.1) is unique.
Furthermore, the solution depends continuously on the vector field b and the initial data ug
in the following sense: let (by,) C LY((0,T), BVo(Q)N and (ugn) C L>®(Q) be sequences
satisfying

(i) by has the renormalization property for alln € N and (divb,) C LY((0,T), L>(Q)),
(ii) by, — b in LY((0,T) x Q)N,  divb, — divh in L((0,T) x ),

(7ii) sup Huo7n||Loo(Q) <oo and wugn, — ug in L1(Q).
neN

Then the sequence of solutions (uy) of the corresponding transport equations converges strongly
in LP(0,T) x Q) to the solution u of (3.1) for any p < co.

Proof: The result and its proof can be found for domains with spatial component RY in
[Lel07, Cri07] and the uniqueness part for spatial component €2 in [CDS14b]. Therefore, we
only show the stability statement for functions with domain (0,7") x 2.

Let (by), (divby,) and (ug,) be sequences with properties as assumed in the theorem and let
(up) C C([0,T], L>®(Q) —w*) C L*=((0,T) x Q) be the sequence of unique solutions. Due to
Remark (3.1.6), (uy,) is uniformly bounded and thus there is a subsequence (uy, )ren weakly*
converging to some function @ € L*((0,7) x Q). Obviously, @ is a weak solution of the
transport equation with vector field b and initial value ug. By the uniqueness part of the
proof, this solution is unique (i.e. u = @) and we conclude that the whole sequence converges
weakly* to v in L*>((0,7) x ) by a proof by contradiction. As b, has the renormalization
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3. Well-posedness of transport equation

property for all n € N, u2 solves the corresponding transport equation with initial data ugn.
As (ud ) is bounded in L*(Q) and ug, — ug in L'(Q2) we have

/WMm—% Mm</MA)ﬂm)WmU+%@NM
Q Q
< Jluo,, + woll oo (0 w0, — woll L1 ()

< Clluo, —uollpriq) =0 asn— oo.

With the same argument as above u2 converges weakly* to the unique weak solution of the

transport equation with vector field b and initial data u%. Using the renormalization property
this solution is given by u?. Now, as

u? S u? and u, >u in L®((0,T) x Q),

n

and the weak as well as the weak* topology is identical in L?((0,T) x Q), we have that

u? —~u? and wu, —u in L*((0,T) x Q).

Using the constant 1-function on (0,7") x €, the first convergence yields that

lunllz2¢0mx0) = 1wl L2¢0,m)x0) -

But weak convergence and norm convergence yields strong convergence in L?((0,7T) x ). Tt
remains to show strong convergence for general p < co. For p < 2 it is obviously true due
to the continuous embedding of L2((0,T) x Q) into L((0,T) x ) for ¢ < 2. Thus, we can
restrict to the case 2 < p < oco. Since (uy,) is bounded in L>((0,7") x §2) we estimate

Jun - ummT”D‘//mwx D2 Jua(t,2) — ut, @) dedt

< fJup — uHLOO(((LT)xQ) [|un — UH%Q((O,T)XQ)

< Cu, — UH%Q((QT)XQ) —0 asn— oo.

3.1.3. Renormalization property for vector fields on R

So far, we know that for vector fields having the renormalization property, solutions to the
transport equation are unique. It remains to clarify under which conditions some vector field
b has the renormalization property. Ambrosio showed in [Amb04] that any bounded vector

field b € L* ((0, T), BV(RY ))N with absolute continuous divergence possesses this property.

Theorem 3.1.10 (Renormalization property on entire RY) Let b be a bounded vector
field belonging to L* ((O,T),BV(IRN))N such that divb € L ((0,T) x RY). Then b has the
renormalization property.

24



3.1. Existence and uniqueness of solutions of the transport equation

In this subsection, we give a proof of this theorem with the aid of several lemmas. Our intention
is to present the strategy of Ambrosio for handling the commutator in the BV regular case.
We do this since in section 3.2 we will be confronted with a term similar to the commutator and
we will apply the same steps to handle this term. The presentation of the proof is a mixture
of the ones presented by De Lellis in [Lel07] and by Crippa in his PhD thesis [Cri07]. The
proofs are adjusted to our situation with domain (0,7) x RY and definition of renormalized
solution with included initial value. We start with the following general lemma of De Lellis in
[Lel07]. In [Lel07], a quite brief and inexact proof is given with different assumptions on the
time regularity than in this lemma. Since this lemma plays an important role in the proof of
the second stability theorem in the next subsection we give a detailed proof. Furthermore, we
have added some further statements to the lemma which do not appear in the original one.

Lemma 3.1.11 Let 1 < g < oo, let g € L4 ((O,T),BV(RN))N and let z,w € RN. Then, the
difference quotient
wT(g(ta T+ 62) B g(ta l‘))
)

can be written as U’Tgl,dz + ’U)T92757z, where

(i) w'grs, = w'Jyz in L1((0,T),LY(RY)) as § — 0, where J, denotes the Radon-
Nikodym derivative of the absolute continuous part D% of Dg with respect to LN

(ii) For any compact set K C RN and for almost all t € (0,T) we have

limsup/ ’wT92757Z(t,x)’ dx < ‘(wTDsgz)(t,')‘ (K)
6—0

where D*g denotes the singular part of the measure Dg with respect to L~ . Furthermore,
for any measurable set I C (0,T) we have

imsup / ( [ o7 omsute.0) d:z)q dt < I/ (JT eyt )| ()" .

(iii) For every compact set K C RN, for almost all t € (0,T) and € > 0 we have

sup, (7 g1:00)] + |07 g (t.2)]) do < fwlal|Dyte, (),
6€(0,e
K

where K. = {x € RN |dist(z, K) < €}. Furthermore, for any measurable set I C (0,T)

we have

q
swp [ ([ (o7 onsetec0)|+ [0 gnsete0)]) de)de < [ ullliDate. ) o
66(0,6)[ K i

Before we prove the lemma we present the following auxiliary corollary which can be found in
section F of chapter 10 in [JonO1]:

Corollary 3.1.12 Let 1 < g < oo and let f € L4 (IRN). Then for h € RN, the mapping
Th:[O,T]—>Lq(IRN), r— f(-+rh)
is continuous, i.e. T, € C ([O, T], Lq(RN)).
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3. Well-posedness of transport equation

Now, we turn to the proof of Lemma 3.1.11.

Proof: We start with some basic facts: for § > 0 and a Radon measure p on R we have

1[w] w(lr, 7 +9])

[T, 7+9]

with 7 € R. Furthermore, for a compact set K C IR we set
K5 :={z e R| dist(z,K) <d}.

Then, we estimate

[ st dr <5 / [t =) dinl yar =5 [ 150 =r) dralul ()
K R R K

://;H%Mﬂmmm@y (3.3)
R K

For 7 € K and r € R we have
r—o0<rt<r & 1t<r<t4+46

Thus, for r ¢ K; the inner integral in (3.3) is equal to zero and for r € K; we have the

estimate ) )
/61[7’—5,7“] (T) dr < /51[7"—(5,7”} (T) dr < 1.
K R

Hence, we obtain

[ sl dr < [ 1) il (1) =l (1),
K R
In the following, we denote the orthonormal basis vectors in R™ ey, ...,ex and we define for
a vector x € R
r=(21,...,on_1,2n) = (', 2N).
We will show the result for the case z = en. The general case z € RN can be traced back to the

case z = ey via a change of the coordinate system: take an orthonormal matrix 4 : RN — RN
such that Az = ey and set y = Az. Then, due to Theorem 3.16 in [AFP00]

g(t,y) = g(t,A”'y) forally e RY

is an element of L7 ((0,7), BV(RY)) and the general case corresponds to the case z = ey
with function § in the new coordinate system.

Lebesgue’s decomposition theorem yields that the measure Dg can be split into the measures
D%g and D?®g where the former is absolutely continuous and the latter is singular with re-
spect to the Lebesgue measure. We set J, € L7 ((0,T), Ll(lRN))NXN as the Radon-Nikodym
derivative of D*g. For the measure Dgey we immediately obtain that J e then is the Radon-
Nikodym derivative of D®gen with respect to the Lebesgue measure and we set the singular
measure D°gen = Dgeny — JgeNEN. Furthermore, we define

N+
1
ngL&EN (t7$/’x1\7) = g / (wT‘]geN)(t’x/’T) dr.

TN
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3.1. Existence and uniqueness of solutions of the transport equation

It holds that w ' gy 5., € L7 ((0,T), L*(RY)): for t € (0,T) we have

TN+
[ e (6] s%Z [ [ il (Vaite. o )] fex | drds
IRy 2y (3.4)
%Zarwmrw@ Moy = Zrmm My
and thus N
Hngm,eN (071 (BY)) < ; (Wil IVgill Lago,r),00 (YY) -

Furthermore, for almost all ¢ € (0,7") we conclude

/ ‘ngL&eN(t,m) — (wTJgeN)(t,$)‘ dz
]RN
)

RN Zn

)
< / ;/‘(wTJgeN)(t,x/,r—l—xN)—(wTJgeN)(t,x)‘ drdx

RN 0

= ;/ / ‘(wTJgeN)(t,x/,T +ay) — (wTJgeN)(t, I)‘ dxdr.

0 RN

If we set f; := (w' Jyen)(t,) for t € (0,T), then f, € L' (R") and we obtain using Corollary
3.1.12 with h = ep:

1)
1
5// w' Jyen)(t, 2, r+xn) — (w' Jyen)(t, l’)‘ dxdr
0 RNV

<3 / [ 16w+ 1) = fi(a)]| dadr

0 RN

sup ||ft( + Th) — ftHLl(IRN) —0
r€(0,d]

IN

as 0 — 0. Thus, we apply Lebesgue’s dominated convergence theorem since
W' grpen(t) = (w'Jgen)(t,:) i L' (RY)

for almost all ¢t € (0,7) as § — 0 and since it is pointwise uniformly bounded by some function
in L9((0,7")) due to estimate (3.4). This gives us point (i). Now, we set

wT (g(t, @, zn + 8) — g(t, o', xx))

5 - ngl,(s,eN(t:x/)wN)v

w' g sen(t, 2 oN) =
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3. Well-posedness of transport equation

for almost all z € RY and ¢ € (0,7). In addition, we define for LV !-a.e. y € RV~! and
Llae. te€ (0,T)

gty : R—=R, r—=g(ty,r).
Then, due to Remark 3.104 in [AFP00] we have that g;,, € BV (R) for almost all y € RV~!
and t € (0,7). In addition, if we use Lebesgue’s decomposition

Dgt7y = Dagt7y + Dsgt,y = gé’yﬁl + Dsgt,y7
then Theorem 3.107 in [AFP00] yields that
Jg (t, Y, T)eN = g;&,y(’r)

for LN ta.e. y € RV, for Ll-a.e. t € (0,7) and for L'-a.e. 7 € R as well as

(D gen) (1, )] (4) = / D50, |({r € R| (y,7) € A}) dy
RN-1

for all Borel sets A C RY. Moreover, for almost all y € R¥~! and t € (0,7, using Theorem
3.28 and Theorem 3.108 in [AFP00], we obtain that for r € R\ B the function g/, is continuous
in 7, where B denotes the set of atoms of Dg;, (i.e. r € B if and only if Dg;,({r}) # 0).
Since the set of atoms is at most countable we have that it is a null set with respect to the
Lebesgue measure and thus we get for the continuity points 7,7+ 4J € R (i.e. for almost all r):

Giy(r+0) = g (r) = ghy (r +8) — g1 (r) = Dy ([r,7 + 6])

with § > 0. Therefore, we conclude for any § > 0 and for LV t-ae. y € RN~L Llae.
t€(0,T) and Ll-ae. oy €R

ngl,é,eN (ta Y, .’L‘N) + wTQZ,é,eN (t7 Y, mN)
_ 'U}T(g(t’ Y, TN + 5) B g(tu Y, .’L'N))
N 0
wT(g;y(xN + 5) - g;y(x]v)) . wTDgt,y([-TNa Ty + 6])
1) N )
w' D%y ([zn, 2N +6])  w D3y ([N, 2N + 3])

= 3 + 5

Tn+0

1
= / (wTJgeN)(t,y,T) dr +

Tn

wTDSgt7y([:cN,a:N+5])
)

w' D%gyy([xn, zN +6])
5 .

= ngl,(S,eN (ta Y, QZ‘N) +
Thus, for any compact set K ¢ RY we set
KY:={zn € R| (y,zn) € K} with y € RV 71

Then, KV is a closed, bounded set and therefore compact and we obtain for ¢ € (0,7)

TDS 5
/‘ng2,5,eN(t;x)‘ dr < / / |w gt,yg[T,T-F ])’ drdy
K

RN-1 KY
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3.1. Existence and uniqueness of solutions of the transport equation

= (w' Dgey)5(r)| drdy < w" D*gey|((KY)5) dy.
/] s |

RN-1 Kv RN-1

The set given by
SY ={(y, )l r € (K¥)s}

is a subset of Kj since for (y,r) € SY there exists some s € KY such that |s —r| < . Then
|(y,7) — (y,s)| < ¢ and since (y,s) € K we get that (y,r) € Ks. Thus, we have for ¢t € (0,7")

o7 g2en 0] do < [ T Doguy(5)5) dy

K RN-1
< / wT Dy |({r € R| (v.7) € Ks}) dy (3.5)
RNfl

= |(w" D>gen)(t,-)|(Ks).

Taking the limes superior over § yields the first part of point (ii). Moreover, as above, we have
for any compact K C RY and t € (0,7)

/‘ngl,(S,eN(t;-r)‘ dx < / /K ‘(ngLyﬁl)(;(r)
Y
K

RN-1

drdy

< [ 10T dyen)t.)](0) do (3.6)
Ks

= | Dogen)(t, )| ().

Finally, for any measurable set I C (0,7) we obtain

1/ (A’Wz’&efv(“)\ dw)thé / (1T Dgen) (e, )I(Ks) " de

and taking the limes superior over ¢ yields the second part of point (ii). Combining the
estimates (3.5) and (3.6) yield both parts of point (iii):

107 9100 0] + |07 g2 (t.2)| do < sup [T Dgenit. )| (1)

€(0,e)
K
< len| [w]|Dg(t, )| (K<)

Then, taking the supremum on the left side yields the first part and integrating with subse-
quently taking the supremum on the left side yields the second part.

O
The next lemma states that the composition of a solution with some C*(R) function satisfies
a transport equation whose right-hand side is given by a Radon measure. Later, it will be
proven that this Radon measure is the zero measure.

Lemma 3.1.13 Let I C R be an open interval in R and let b € L' (I, BV(IRN))N with
divb € L! (I X IRN). Let u € L™ (I X IRN) be a distributional solution of the transport
equation, i.e.

O+ div(ub) —udivb=0  inD (I x RY).
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3. Well-posedness of transport equation

Then, for every B € C1(R),
O¢(B(u)) + div(B(u)b) — B(u) divb = g, (3.7)
where pg € Mige (I X IRN).

Proof: Let p be an even mollifier in RY and let u € L™ (I x RN ) be a solution of the

transport equation with vector field b € L! (I ,BV(RN ))N Convolving the transport equation
in the distributional form yields

O(uxpe) +b-V(ux*pe) =re,
with commutator

re = = [(div(bu)) * pe — div(b(u * pc))] + [(udivb) x pe — ux pe div]. (3.8)

=:R:

As a convolved function, u. := u * p. is smooth with respect to the spatial variable and since
Oue = —(b- Vu) * ps, ue has Sobolev regularity in its spatio-temporal domain. Hence, for
B € CYR), we can use the chain rule for Sobolev functions (Theorem 4, section 4.2.2 in
[EG92]) and we obtain

O [B(ue)] + bV [B(us)] = B (ue) [-Re + [(udivd) x pe — ue divd]]. (3.9)
The left part of (3.9) converges distributionally to
OB(u) +b-VB(u).

Furthermore,
B (ue) [(udivd) * pe —u-divd] =+ 0 in Lj,, (I x RY)
and hence in the distributional sense. It remains term R, = [(div(bu)) * p. — div(b(u.))]. By

using the elementary identity

N

N
R5 = Z(Ubl) * 611p€ - Z bz(u * amng) — Ug div b,
i=1 i—1

we conclude performing the change of variables z = (y — x)/e:

b(t,x +¢ez) — b(t,x)

E -Vp(z) dz — [us div D](¢t, x). (3.10)

&uwy:—/u@x+m)

RN

In the remaining part, our aim is to show that R. is bounded in LlloC (I x RN ) Thus, we
obtain for any compact set K C I x RV:

/mﬁw)Mﬁg//
K

K RN

(t,z +ez) —b(t,x)

b
u(t,z +¢€2) -Vp(z)| dzdzdt

—i—/|[u8 divd|(t, x)| dxdt
K
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3.1. Existence and uniqueness of solutions of the transport equation

The second term is bounded by |[ul|pec (s« gay [|divb]| 174 gy and hence uniformly bounded.
N
Since K is compact, we find a cuboid [][a;, b;] with a;,b; € R for i = 1,..., N such that
=1
N (2
K C I x []las,bi]. Using Lemma 3.1.11, we conclude for the first term:
i=1

K RN

(t,o +e2) = bt @) dzdzdt

b
u(t,r +¢€2)

- Vp(2)

N

< full oy / Db(t, ) (H[ai—e,bﬁe}) dt / 2IIVp(2)] de.
I

i=1 BN

Now, taking ¢ € (0, ) for some § > 0, we obtain

sup / /
66(07(0
K RN
N

< Hu’LOO(IX]RN)/’Db(tv )l (H[ai—57bi+5]> dt/ 2| Vp(2)| dz.
I RN

i=1

b(t,x +ez) — b(t, )
5

u(t,x +ez) -Vp(z)| dzdzdt

Hence, R. is bounded in L}, (I x RY) and thus, there exists a subsequence of (—8'(uc)R.)
which converges locally weakly™ to some Radon measure pg € Mjq. (I x RV ) The limit pg
is unique and is given by

pp = O0if(u) +b- V(u)

due to the following argument: the left side of equation (3.9) converges distributionally to
0iB(u) + b - V3(u), whereas the right side converges weakly* to pug € M. (I X lRN). Hence,
the distribution 9;53(u) + b - V3(u) can be represented by a measure and every weak*-limit
must be equal to it and thus the weak*-limit of (—f’(us)Re) is unique.

O
As a next step, we first give a definition and then show that the previous measure is dominated
by some specific measure.

Definition 3.1.14 For any p € C° (]RN) and any N x N-matriz M we define
AM.p) = [ |(Vp(2) M| dz.
RN

Lemma 3.1.15 Let I C R be an open interval in R and letb € L* (I, BV(RN))N with divb €
L! (I X IRN). Let uw e L™ (I X IRN) be a distributional solution of the transport equation and
B € CYR). Denote M, the matriz-valued Borel function such that Db = My|D*b| and let
peCx (]RN) be an even mollifier. Then, the Radon measure pg in (3.7) satisfies

sl < CA(My, p)| D (3.11)

for some C > 0.
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3. Well-posedness of transport equation

Proof: We take p € C, (I X IRN) and conclude by using Lemma 3.1.11

/godug— / o(t, 2)[8' (u)udiv b](t, z) dedt

IxRN IxRN (3.12)
+ lin%) / / o(t, 2) B (ue)(t, T)ult, x + £2)by o . (t, ) T Vp(2) dzdxdt
E—
IxRN RN
+ lin}) / / o(t, 2) B (ue)(t, x)ult, x + e2)ba e . (t,x) ' Vp(2) dzdxdt.  (3.13)
e—
IxRN RN

We first start to show that (3.12) vanishes. Combining Property (i) and (iii) of Lemma 3.1.11
as well as the boundedness of 3’ (u.) and u in L (I x RN ), we deduce that the second integral
in (3.12) converges to

N
/ o(t, )3 (u(t, z))u(t, x) Z e;—,]b(t,:n)ei / 20, p(2) dzdxdt (3.14)

IxRN =1 RN

The above term (3.14) is equal to

— / o(t, z)u(t, z)B (u(t,z)) divb(t, z) dzdt,

IxRN

since [pn 2i0.,p(2) dz = —0s5. Thus (3.12) vanishes. We now investigate the term in (3.13).
Since u and thus also 3'(u.) are bounded, we estimate (3.13) by

C'lim sup / \go(t,a:)]/]bzw(t,x)TVp(z) dzdzdt. (3.15)

e—0
IxRN RN

Next, let S = ||¢||, and let K, be the closure of {(t,z) : |p(t,z)] > o}. Then we can rewrite
(3.15) as

S
Climsup// / boc.(t,2) 'V p(2)| dzdzdtdo. (3.16)
e—0 0 K, BN

Using Property (ii) in Lemma 3.1.11, we obtain that

C'lim Sup/ boc..(t,2) ' Vp(2)| dedt < C|Vp(2)]|2| | Db (K, ). (3.17)
Ko

e—0

Since for z outside the support of p the term in (3.17) vanishes, the map

(0,2) > / b o (t,2) T Vp(2)] dadt
Ko

is bounded. Therefore, we first integrate in (¢, z) in (3.16) and obtain

S S
Climsup// / boe.(t,2) V()| dzdxdtdagC’/ / [(Vp(2))" D*bz|(K,) dzdo.
e—0 0 KN 5 BN
(3.18)
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3.1. Existence and uniqueness of solutions of the transport equation

Let v, be the measure |(Vp(2))" D%bz| = |(Vp(2)) " Myz||D*b|. Then (3.18) (without C) is
simply

S
/ v,(Ky) dzdo = / / lo(t, 2)||(Vp(2)) " My(t, x)z| d|D*b|(t, z)dz
0

RN RN IxRN

= [t | [ 1900 Mt 212l ] @D

IxRN

= [ et olA Mt 2).p) D1, ).
IxRN

Summarizing, we obtain that

[ edws<c [ len)a0n.0),p) dDH (0
IxXRN IxRN

for any ¢ € C, (I X IRN).

O
In (3.11), the measure pg and the constant C' are independent of the mollifier p and hence we
can optimize over p. We define the following set

K= {p € CZ°(B1(0)) such that p > 0 is even, and / p(x) dx = 1} :
B1(0)

The next lemma states that the inequality of the previous lemma is still valid if the infimum
over K is taken on the right side of the inequality.

Lemma 3.1.16 Let I C R be an open interval in R and let b € L' (I,BV(]RN))N with
divb € LY (IxRY). Letu € L™ (I X lRN) be a distributional solution of the transport equation
and B € CY(R). Denote M, the matriz-valued Borel function such that Db = My|D?®b|. Then

|[f(t,2)] < C inf A(Mp(t,2),p)  for [D*b| = a.e. (t,x) € I RY,
pe

where fg is a Borel function satisfying pg = fz|D?b|.
Proof: The argumentation of the proof can be found in subsection 2.6.4 in [Cri07] or in

the proof of Theorem 3.6 in [Lel07].
U

Now, the Lemma of Alberti gives an expression for the above infimum which then turns out
to be zero.

Lemma 3.1.17 (Alberti) For any N x N-matriz M we have

inf A(M, p) = | trace(M)| (3.19)
peK
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3. Well-posedness of transport equation

Proof: See proof of Lemma 2.6.2 in [Cri07]
Finally, we are able to prove Theorem 3.1.10:

Proof: Let b be as assumed in Theorem 3.1.10 and let v € L ((O,T) X ]RN) be a weak
solution of the transport equation with initial data uy € L™ (IRN ) We extend the solution
by ug and the vector field by zero to the negative time axis. We denote the extensions u and
b. Then, % is a distributional solution of the transport equation with vector field b and using
Lemma 3.1.13 we obtain that for 3 € C1(R)

3 (8(w)) + div(B(a)b) — B(w) divh = jug

for some Radon measure i3 € M. ((—oo, T) x IRN). Now, Lemma 3.1.15 yields that for ug
there exists a Borel function fz such that ug = fg|Dsl_)\. For this function, Lemma 3.1.16 and
Lemma 3.1.17 yield the estimate

|fa(t,x)] < nglfCA(Ml;(t,a:),p) = C| trace(M;(t, z))| for |D%b| — a.e. (t,z).

Since ]?ivl_) is absolutely continuous with respect to the Lebesgue measure, the singular part
of Div b is zero, i.e. B
0 = trace(M3)|D?b|.

Hence, the right side in the above inequality is zero and thus pig3 = 0. It remains to show that
B(u(0,-)) = B(ug). For p € C° ((—o0,T) x RY) we obtain

T T
0— / / B(0)(9rp + BV + o div D) dadt — / / B(u)(Brp + bV + @ divb) dadt
— 00 IRN 0 RN

+ /0 /ﬂ(ﬁ)@tnp dxdt.

—oc0 RN

If we integrate by parts in ¢ in the second integral on the right side we obtain

T
0= / / B(u)(Orp + bV + ¢ divb) dxdt +]R/N B(uo)p(0, ) dx.

0 RN

3.1.4. Renormalization property for vector fields on bounded spatial domains

In this last subsection, our aim is to show the statement of Theorem 3.1.10 for bounded
space domains  C RY with Lipschitz boundary 0. The idea is to extend weak solutions
and the corresponding vector fields on bounded space domains to the spatio-temporal domain
(0,7) x RN and to use Theorem 3.1.10. BV-functions on bounded domains can be extended
to the entire space in a meaningful way due to the extension theorem for BV -functions (see
for example Theorem 1 in section 5.4 in [EG92]). In our case, we are faced with the situation
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3.1. Existence and uniqueness of solutions of the transport equation

that we also have to extend a solution u € C([0, 7], L>=(R2) — w*) to the domain (0,7) x RV
in a meaningful way, i.e. that the extension of u remains a weak solution in (0, T) x R". This
problem leads to the problem of assigning the product ub of a solution u € C([0,T], L>°(£2) —
w*) with its vector field b € L'((0,T), BVp(€2))" a meaningful trace on the boundary (0,7 x
0. Therefore, we introduce the concept of normal traces as it is presented in [CDS14b]. We
start with two definitions adjusted to bounded sets.

Definition 3.1.18 Let O C RY be an open bounded set. Then, Moo(O) denotes the set of
functions f € L>®(O)N such that the distributional divergence div f is a finite Radon measure

on O.

Definition 3.1.19 Let O C RY be an open, bounded set with Lipschitz boundary 0O. Let
f € Muxo(O). Then the normal trace of f on 0O is defined as the following distribution:

(Tr(f,00), / Vo(z ) dx + / p(z) dDiv f)(z) Ve CX(RN).

@]

Then, we quote Lemma 2.2 in [CDS14b]:

Lemma 3.1.20 For vector fields f € Moo(O) the normal trace distribution is induced by
some L>® (00, HN=1) function which we still call Tr(f,00). For this function we have

1T (f; 00) | Lo (90, 2v-1) < I1f | oo (0™

Furthermore, if ¥ is a Borel set contained in Oy N Oy and if 1 = fis on X, then
Tr(f,001) =Tr(f,002) for HN1-almost every x € X.

Remark 3.1.21 If f € L=¥(O)NNBV(O)N with © C RN an open, bounded set with Lipschitz
boundary, then the normal trace of f and the trace of f (see for example Theorem 1 in section
5.3 in [EG92)]) are equal HN ~'-a.e. on 0.

Next, we present Lemma 3.3 in [CDS14b] applied to bounded sets O € RY. The assumptions
of the presented Lemma are slightly weaker than in Lemma 3.3 in [CDS14b] since we assume
g,c € LY((0,T) x O) instead of being elements of L°((0,T) x O). The proof remains the same
for these assumptions.

Lemma 3.1.22 Let O ¢ RY be an open, bounded set with Lipschitz boundary 0O. Further-
more, let b € L>®((0,T) x O)N be a vector field such that divb is a finite Radon measure on
(0,T)xO. Then, there is a unique function Tr(b), that belongs to L°((0,T) x 00, L' @HN 1)
and satisfies

T T

//Tr (b) dHN " (z)dt = //b Vgodxdt—i—//apddlvb (t,x)

0 00 0 0

for all o € C([0,T) x RN). Also, if w € L>((0,T) x O), ¢ € L*((0,T) x O) and g €
LY((0,T) x O) satisfy

T
//w(@m—i—b-Vn)—i—gn—l—cwn dxdt =0
0 0O
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3. Well-posedness of transport equation

for all m € C°((0,T) x O), then there are two uniquely determined functions, which in the
following are denoted by Tr(bw) € L>®((0,T) x 00, L @HN 1) and wo € L>®(0), that satisfy

/T/Tr(bw)<p dHN L (z)dt — /cp((),-)wo da

0 90 o
T
://w(8t¢+b-ch)+gg0+wccp dzdt
00

for all p € C ([0,T) x RY).

This result in [CDS14b] contains almost all statements which we need for extending a weak
solution u on (0,7) x © to a weak solution on (0, 7)) x R"V. The last ingredient is a result about
the form of the function T'r(bw). In our case it would be useful if T'r(bw) = 0. Fortunately,
the following lemma yields this result for our case.

Lemma 3.1.23 Let the assumptions of Lemma 3.1.22 holds. Then Tr(bw) =0 if Tr(b) = 0.

Proof: The statement is a consequence of Theorem 4.2 in [ACMO07].
O

Now, we are able to show the main lemma needed for extending weak solutions.

Lemma 3.1.24 Let b € L'((0,T), BVo(Q))N N L>((0,T) x Q)N such that divb € L' ((0,T) x
Q). Let uw e C(]0,T],L>®(2) — w*) be a weak solution of (3.1) with initial data ug € L*>°(Q).
Then, for all ¢ € C° ([0,T) x RY) we obtain:

T
/ / u(t, ) (Opb(t, ) + b(t, 2) - Vab(t, 2) + (¢, 2) divb(t, 7)) dwdt
0 @ (3.20)

_ —/uo(a:)w(o,x) da

Q

Proof: We apply Lemma 3.1.22 and obtain, that there are functions wg € L*(£2) and
Tr(bu) € L=((0,T) x 09, L' @ HV~1) such that

T T
//Tr(bu)go dHN 7 (z)dt — /gp(O, Jwo dx = //u(atgo +b-Vo)+udivby dxdt
0 00 @ 0 0

for all ¢ € C ([0,T) x RY). Obviously, if we take ¢ € C2°(Q2) and n € C([0,T)) with
7(0) = 1, we obtain for ¢ = ¢n

[ v@unia) dz = [ vt da.
Q Q

Since 1 can be chosen arbitrarily, we get that wy = ug. It remains to show that T'r(bu) = 0.
We show that Tr(b) = 0. Then Lemma 3.1.23 yields that Tr(bu) = 0. We define the vector
field

B(t,z) = (1,b(t,x)) if (t,z) € (0,T) x Q,
| i (t,2) ¢ (0,7) x .
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3.1. Existence and uniqueness of solutions of the transport equation

Then we have Div, . Bl 1xq = divb (L' ® L£Y) and we can apply Lemma 3.2 in [CDS14b).
The definition of normal trace now yields

T

T
(T'r(B,0((0,T) x Q)),¢) = //Vt,xsﬁ - B dxdt + //godivb(t,a:)) dxdt
0 Q

0 Q

for all ¢ € C° (RNT1). Obviously, we have that
TT(Baa((07T) X Q))‘{O}XQ =—1 and TT(B78((O7T) X Q))‘{T}XQ =1L

Since due to the proof of Lemma 3.1.22, Tr(b) = T'r(B,9((0,T) x Q))|0,1)xa0, Wwe deduce

(Tr(B,0((0,T) x 2))|0,1)xa0, P) = //ngo(t,x) - b(t, x) d:c—{—/gp(t,x) divb(t, z) dxdt
Q

for all ¢ € C° (RN*!). Using Theorem 1 in chapter 5.3 in [EG92], we obtain that

/V(p(t,x) <b(t,z) de + /go(t,x) divb(t,z) de =0

Q Q

for almost all ¢ € (0,7, since b(t,-) € BVp(Q)Y for almost all ¢ € (0, 7). Thus, we have

Tr(b) =Tr(B,0((0,T) x 2))|0.1)x80 = 0.

Finally, we are prepared for the proof of the main results of this subsection. For
be LY((0,T),BVp(Q)YN with divb e L*((0,T) x Q),

using Lemma 3.1.3, we denote by b € L' ((O, T),BV (IRN)) the extension of b to the entire
RY in the spatial variable. In addition we denote by g € L™ (IRN ) the extension by zero of
ug € L>(£2) to the entire RY.

Theorem 3.1.25 (Extension of weak solutions) Letb € L'((0,T), BV5(2))"N be a bounded
vector field such that divb € LY((0,T) x Q). Furthermore, let ug € L>®(Q) and denote
u € C([0,T], L*°(Q) — w*) some weak solution of (3.1) with initial data ug. Then

it ) = u(t,x) if (t,z) € (0,T) x Q
’ 0 if (t,z) € (0,T) x RM\Q

is a weak solution of the transport equation with vector field b and initial data .

Proof: Obviously, u € C ([0,7],L> (RY) —w*). Let v € C([0,T) x RY). Then,
Lemma 3.1.24 yields

T
// (Op) + b - Vb + 1p divd) dadt ://u(atw-l—b-vw-i-wdivb) dxdt
Q

0 RN 0
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3. Well-posedness of transport equation

— [ (0. do =~ [ @(0.) da.

Q RN

Theorem 3.1.26 (Renormalization property on bounded domains) Letb be a bounded
vector field belonging to L'((0,T), BVy(Q))Y, such that divb € L'((0,T) x Q). Then b has the
renormalization property.

Proof: Let u € L*>((0,7) x Q) be a weak solution of the transport equation with vector
field b and initial data ug € L>°(Q2) N BV (£2). Then Theorem 3.1.25 yields that there exists
a solution extension @ of u to the entire RV in the space variable. Hence, since @ is a weak
solution of the transport equation with vector field b and initial data g, we obtain that @ is
a renormalized solution since b has the renormalization property due to Theorem 3.1.10, i.e.
for 3 € CY(R) and ¢ € C°([0,T) x Q) we obtain

T

T
//B(u)((?tgo—i-b-ch—deivb) dxdt = /B(ﬂ)(@tcp+5-Vg0+godivl_)) dxdt
0 Q 0 RN

=~ [ Blan)el0.) do =~ [ Bun)e(0.") da.
RN Q

O
The above theorem finishes the theory about well-posedness of solutions of the transport equa-
tion on the domain (0,7) x Q. Therefore we can define the solution operator S: we set

VF = {be L'((0,T), BV(Q)N N L=((0,T) x Q)| divb € L'((0,T), L>=(Q2))}  (3.21)

and

VFo := {be VF| be L'((0,T), BVo(Q))" } .
Then, the solution operator S is given by

S:L™®(Q) x VFy — C([0,T], L*(Q2) — w"),

(ug,b) — S(ug,b) = u, (3.22)

where u denotes the unique weak solution of the transport equation (3.1) in the case O = Q.
In Theorem 3.1.9, a first stability statement was shown. In the following section, we highly
improve this statement.

3.2. Stability results for the transport equation

3.2.1. A compensated compactness result for weakly convergent sequences

In this first subsection, we prove a result which reminds one of the compensated compact-
ness results of Tartar ([Tar79]) and Murat ([Mur81]): the product of two weakly convergent
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3.2. Stability results for the transport equation

sequences converges to the product of their weak limits if the sequences satisfy some regular-
ity assumptions. The theorem we present is a generalization of Proposition 1 in [Moul6] to
the case that one of the sequences has codomain BV (Q2) instead of Sobolev regularity as in
[Moul6]. We will use this statement in the proofs for the stability theorems where we will be
faced with the situation that we have to specify the limit of the product of weakly convergent
vector fields with their weakly convergent solutions. We start with the main statement.

Theorem 3.2.1 Let ¢ € (1,00]. Furthermore, let (f,) C L4((0,T), BVp(2)) and (gn) C
L9 ((0,T), L(Q)) be bounded sequences such that

fo—=f inLY(0,T)x Q) and g, —g inL7((0,T)xQ),

where f € LY((0,T), BVo(Q)) and g € LI ((0,T), L>(Q)). If (8:gn) is a bounded sequence in
LY((0,T), (W™2(Q))") for some m € N, then

fagn = fg in M((0,T) x Q).
Before we prove this theorem we need two auxiliary lemmas.
Lemma 3.2.2 Let q € [1,00] and let (f,) C LI((0,T), BVy(2)) be a bounded sequence. Then
faCoo+h) = fo =0 in L9((0,T),L' () ash—0
uniformly in n € N.

Proof: We extend the functions f,, by zero to the entire R” in the spatial variable and
convolve those with the standard mollifier in the spatial domain:

Ink = fn* p1k-

Then, for g, x, for almost all ¢ € (0,T) and for h € RY we obtain the estimate

1
/]gmk(t,x—i—h) — gn i (t, )] dx:/ /ngk(t,x—i—rh)Th dr| dx
RN RN 10
1

< \h|oo//]Vgn7k(t,x)|1 dxdr

0 RN
< [l IV Fn (s M gy -

Integrating over (0,7T) yields
T 1/q
Jlgnsttse 4 ) = sty | < bl Wl mvion < C bl
0
where C' > 0 denotes an upper bound for the sequence (f,). With the following estimate

1fn(s -+ h) = fall oo, @) = Il +h) = fall ooz, @y
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3. Well-posedness of transport equation

<2 fn— gn,k||Lq((o7T,L1(RN))
+ Hgn,k(ta ~+h)— gn,k’HLQ((O’T)’LI(]RN))

we conclude: for every e > 0 we choose for each n € N k(n) € N such that

<

=~ ™

||fn — 9n,k ||Lq((0,T,L1(RN))

for all k > k(n) and § = €/2C. Then for |h| < ¢

£
[fnCs+h) = fall oo, ) < 21 +Clhly <e.
O

Lemma 3.2.3 Let ¢ € [1,00], p € C® (RY) a mollifier for the spatial variable and let
(fn) C LI((0,T), BV(Q)) and (g,) € L7 ((0,T),L®°()) be bounded sequences. Then, the

commutator
Snk = fn(gn * pl/k) = (fngn) * P1/k

converges uniformly in n € N to zero in L'((0,T) x Q) as k — oo.

Proof: Fort e (0,7) and z € Q we have

Sualte) = [ (ultsn) = fultiz =) gulti ~ y)pu(o) dy
RN
and thus, integrating over (0,7) x € yields
T

[ [ 18uat.0) dedt < lgallo o sy [ 010 1= Fusr = Do soiay o
0 Q RN

<C / P 1o = fuCs s = Wl o), @) 495
{yl lyI<1/k}

where C' > 0 denotes an upper bound for (g,) in L7 ((0,T),L>®(Q)). Then, Lemma 3.2.2
yields the statement.

O
Now, we can prove Theorem 3.2.1. The proof is a reproduction of the proof of Proposition 1 in
[Moul6] adjusted and extended to functions f,, f € L1((0,T"), BVy(£2)) and weak convergence
in L1((0,T) x Q).

Proof: We do the same steps as in the previously mentioned proof. Obviously, using
Lebesgue’s dominated convergence theorem, we obtain

flg*piw) — fg in L'((0,T) x Q) ask — oc. (3.23)
Furthermore, for a fixed k € N, since (g,) € L9 ((0,T), L°()) is bounded we obtain that

(gn % pryi)n and  (V(gn*p1yr)), = (90 * Voisw),
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3.2. Stability results for the transport equation

are bounded in L'((0,7) x Q) and L*((0,T) x )V, respectively. In addition, if we consider
for almost all ¢ € (0,T) O;gn(t,-) as a distribution on RY, i.e. if we define its application on
0 € C®(RN) as
atgn(ta )(90|Q)
then, the convolution is defined as
(Oegn(t, ) * prji)(w) = Oegn(t, ) (p1/k(x — -)|0)-
Hence, we obtain for ¢ € Cy((0,7T") x Q)

T
//<8t9n(t, ) * 1) (@)p(t, x) drdt
0 Q

T
_ / / ugn(t, ) p1 (= ) p(t, z) dadt
0 Q
T
< H@HC((O,T)xQ)//le/k(x_')wa(Q) 10egn (t, M w2y drdt
0 Q

< 10 e lleqomyxen 1101/l yms o 100l 23 oy, o2y

< Ckllelleomxa)

where C} > 0 denotes a bound depending on k£ € IN. Thus, the principle of uniform bounded-
ness yields that (9 (gn * pl/k)) is a bounded sequence in M((0,7) x ©2). Summing up, we have
that (gn * p1/x)n is @ bounded sequence in BV ((0,T) x Q) for any k € N. Thus, for a fixed
k € N, there exists a subsequence (gy, * p1/1); being convergent to some hy, in L'((0,T) x Q).
Since g, — ¢ in L7 ((0,T) x Q) we easily obtain that g, * Pi/k = g * p1j in LY((0,T) x Q)
as n — oo and thus hy = g x py/. With a proof by contradiction we deduce that the whole
sequence gn * p1/k — g * p1/k in LY((0,T) x ) as n — oco. Now, using a standard diagonal
argument, we can find a subsequence (labeled by n again) such that

gn * p1/k(t,z) = g pri(t,z)  for almost all (t,x) € (0,7) x Q and for all k € N

as n — oo. In addition, we have that (g, * p1/x)n is @ bounded subset of L>°((0,T) x €2) for
each k € N which is a consequence of the boundedness of (g,) in L7 ((0,T), L>(€)) and of

(0¢gn) in L1((0,T), (W™2(Q))"). Thus, g, * Pi/k — g% pik in LP((0,T) x Q) for any p < oc.
Furthermore, (f,) is bounded in L"((0,7") x Q) for » = min(q, N/(IN — 1)) and we obtain for
any ¢ € L*((0,T) x Q) and k € N
’<fn(gn * P1/k) — flg* pl/k)a 90>‘ < ||80HL<>0((0,T)xQ) anHLT((O,T)XQ)
lgn < pr/w = 9% 21| L 0.y 00 (3.24)
+[{fa = £, (g% pry)e)| = 0

as n — 00, i.e. fulgn * pri) = f(g* p1ys) in LY((0,T) x Q). Finally, we deduce that for any
fixed ¢ € Cp((0,T") x Q)

‘((fngn) *P1/k — Jngns QO>‘ = ‘(fngna $Y*P1/k — 90>’
< fngnll L oryxey 19 P17k = @ll ooy xay (3.25)
<C H(P *P1/k — (‘OHC((O,T)XQ) —0
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3. Well-posedness of transport equation

since ¢ is uniformly continuous in (0, 7") x Q. Summing up, we conclude for any ¢ € Cy((0,7") x
Q):

[(fg = Fagn, o)l < |{fg = (g% pryi), ©)]

+[(F(g% prjk) = Falgn * prn)s ©)]
+ | (fulgn * p1sk) = (Frgn) * P17k )|
+|<(fngn *pl/k_fngm >‘

Then, the first, third and fourth term on the right side converge uniformly in n € N as k — oo
due to Lemma 3.2.3 and estimates (3.23) and (3.25). Therefore, for any ¢ we choose k(¢) € N
such that the sum of the first, third and fourth term is smaller than e for any k > k(e). Then
for k(e) fixed, we can choose n(¢) € N such that the second term is smaller than e for all
n > n(e) due to estimate (3.24). Consequently,

’<fg_fngn>§0>’ <2 Vn> n(&)

which proves the statement.

3.2.2. Stability of solution operator: first improvement

In the works [Cri07, DL89] of Crippa, DiPerna and Lions, it is mentioned (and proven) that so-
lutions of the transport equation are elements of C' ([O T),L7. (RN)) for any p € [1,00). This
can be easily deduced from the renormalization property of solutions. In [DL89] it is addition-
ally shown that sequences of solutions are strongly convergent in C' ([0 7], Lil” oc (IRN )) if the
sequences of vector fields and initial data satisfy some convergence assumptions. For the proof,
arguments of Arzela-Ascoli type are used. Arzela-Ascoli is also used by Crippa in [Cri07], but
it is just shown that sequences of solutions are convergent in C' ([0, T], LP (]RN ) — w). In the
first stability theorem we present the proof for convergence in C([0,7], LP(Q2) — w) based on
the theorem of Arzela-Ascoli in locally convex spaces. In contrast to Crippa where strong
convergence of the vector fields is required, our assumptions only demand weak convergence
of the vector fields in L'((0,7) x Q)V. In [DL89], it is shown that weak convergence of the
vector fields is sufficient if the uniform convergence of the translation relation appearing in
Lemma 3.2.2 is satisfied by the sequence of vector fields. In addition, it is also mentioned that
this condition is fulfilled if the vector fields are a bounded sequence in L9((0,T), X )V, where
X is a Banach space embedding compactly into L'(€). In Lemma 3.2.2, we have shown this
for the special case X = BVp(Q2). These results were sufficient for DiPerna and Lions to prove
weak convergence of b,u, to bu in L'((0,T) x Q) which we summed up to the compensated
compactness result in the previous subsection. With the aid of some auxiliary statements
building on renormalization arguments we additionally show strong convergence of solutions

in C(]0,T], LP(2)) for any p € [1,00). We start with the main statement of this subsection.

Theorem 3.2.4 (First stability theorem) Let b € VFy and let the initial value uy €
L>*(Q). Furthermore, let (by,) C VFg and (uon) C L*™(Q) be two sequences with the fol-
lowing properties:

(i) (uo.n) is bounded in L>()) and converges to ug in L*(Q),
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3.2. Stability results for the transport equation

(i) (a) (by) converges strongly to b in L*((0,T) x Q)N or
(b) (by) is bounded in L1((0,T), BVo(Q))N for some ¢ > 1 and b, — b in L*((0,T) x
Q)N
)

(iii) (divb,) converges strongly to divb in L'((0,T) x Q).

Then, for any 1 < p < oo, the sequence of unique solutions (u,) C C([0,T], L>=(2) — w*) of
(3.1) with vector fields by, and initial data ug,y is a subset of C([0,T], LP(2)) and converges
in C([0,T], LP(R2)) to the unique solution w € C([0,T], LP(2)) of (3.1) with vector field b and

initial value ug.

Before we are able to prove this statement we need two auxiliary lemmas which we introduce
in the following.

Lemma 3.2.5 Let g,9° € C([0,T], L?(Q) — w). Then g € C([0,T], L?(2)).
Proof: For p =1 € L?(Q) we have

/(92(t,x)—92(s,az))g0dx—>0 ast — s in [0,77,
Q

i.e.
g ()l L2 = N9(s: )l g2 as t — s in [0, 7.

In addition we have g(t,-) — g(s,-) in L?(Q) as t — s. Thus, using Theorem 1.37 in [AFP00],
we obtain that
Hg(tv ) _g(sa')HLQ(Q) —0 ast — sin [OuT]

Lemma 3.2.6 Let (g,),(g2) C C([0,T], L*(Q2) — w) be two sequences such that
gn— g and g2 —g* in C([0,T],L*(Q) —w),

where g,g* € C([0,T], L*(Q) —w). Then gn,g € C([0,T],L*(2)) for alln € N and g, — g in
C([0, T, L* ().

Proof: The previous Lemma 3.2.5 yields that g,,g € C([0,7],L?(Q2)) for all n € N.
Furthermore for all ¢ € L?(Q2) we have

sup /@($)(9n(t,$)2 — g(t,x)2) dx| — 0 as n — oo,
t€[0,T7 A

and thus ||gn(t,-)[|72(q) = [l9(t, )| 72(qy in C([0,T)). In addition, we estimate

sup /(gn(t,:v)—g(t,x))Q dx < sup /(gn(t7$)2_g(tax)2) dx (326)
t€[0,T] o t€[0,T A
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3. Well-posedness of transport equation

+2 sup /g(t,a})(g(t, x) — gn(t,x)) dz (3.27)
t€[0,T] A

Obviously, for n — oo term (3.26) tends to zero. For the second term (3.27) we introduce the
operators

L, :L*(Q) - R, @ — sup /cp(x)(g(t,x) — gn(t,z)) dx|.
te[0,7) 5

These operators are Lipschitz continuous: if we set
ho(t) i= [ ela)(olt.2) - gu(t,)) do.
Q

then hy, € C([0,T]) for ¢ € L*(2) and we estimate

() = La(@)] = [Ikollogoy = Irulogomy| < e = helogom)

< sup [lg(t,-) = gn(t, M2 le = Yl 20 £ Clle = ¥l 2
te[0,7)

for some C' > 0, independent of n € N since

lgn(t, Mzac@) < |lan(t, V2@ = 9t e | + ot 32

< sup ‘Ilgn(t, ')H2L2(Q) — [lg(t, ')||%2(Q)‘ + sup |lg(t, ')H2L2(Q) <C.
te[0,T] tel0,1]

Now we have the set

A= {g(t,")|t €[0,T]} C L*().

This set is compact since g € C([0, 7], L?(2)) and thus it is the image of a compact set under
a continuous function. Hence, for each operator L, there exists an element ¢, € A such that

Ln(pn) = masx Ly ().

Since (¢n) C A, there exists a subsequence (¢, ) converging to some ¢ € A in L*(Q2). Fur-
thermore we have the estimate for any n € N

/ ot 2)(g(t,2) — gn(t, 2)) dz| < sup / 9t 2)(9(5,2) — gn(5,2)) dz| < Lo(pn).
A s€[0,T7] A

Thus, we conclude

sup /g(t,w)(g(t,w)—gnk(t,w)) dr| < sup /(wnk(rr)—w(:v))(g(tvw)—gnk(t,w)) dx
t€[0,T o te[0,T] pa

- o Q/ (@) (9(t,2) = g, (1, 2)) da
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3.2. Stability results for the transport equation

< Cllon, — SOHLQ(Q)

+ sup / D) (9t 7) — gny (,2)) da

t€[0,T]
Q

Both terms tend to zero as k — co. Summing up, the term in (3.27) converges to 0 for n = ny,
k — oo and therefore, g,, — g in C([0,7T], L?(Q2)). Now a standard proof by contradiction
yields that the whole sequence (g,,) converges to g in C([0, T, L3(9)).

O
With the above lemma we have collected all required statements and we can prove Theorem
3.2.4.

Proof: We divide the proof in two parts. In the first part we prove the result for the case
p =2 and in the second part we prove the general result.

First part: Let (b,) C VF(y be a sequence such that (b,) satisfies case (a) or (b) as well
as (divb,) converges to divb in L'((0,T) x ). In addition, let (ug,) be a bounded sequence
in L>°(Q) and being convergent to ug in L'(Q). Then Remark 3.1.6 yields that for ¢ € [0, 7]
and any n € N

Jun(t; M r2) < Cllunlts )l Lo @) < Clluonll g @) < CC1

for some C,Cy > 0. Therefore, (un(t,-)) C L?(Q) is a relatively compact subset with respect
to the weak topology in L%(Q) for all t € [0,T]. In addition, we have for ¢ € C°(2) and
¢ e C((0,1))

T T
[0ttt ) dt= =[O0 di
0 0

w(t) <un(t? ')bn(ta ')a V(P> + w(t><un(t> ) div bn(t7 ')7 (P> dt,

St~

ie. t > (un(t,-), ) is an element of W1((0,T)) with weak derivative

t = (up(t, )bn(t, ), Vo) + (un(t, ) divb,(t, ), ¢).

We estimate for t,s € [0,T] with s < ¢

/

d
dr<un<r,->,so>\ ar < [ (e 196y [ Vs oy dr
T llelloe / it () ey 108 i 1y

<00 Clp / b, My dr + CiC el / v b, )1y
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3. Well-posedness of transport equation

where C'(¢) > 0 is a bound depending on ¢. Now, the functions given by
h : (0,T) = R, t = C1C-C(@) [|bn(t, )l L1y + C10 el oy 1div on(E, )l L1 (o

form a uniformly integrable set in both cases: in case (a) due to the strong convergence of
(by) to bin L1((0,T) x Q)" and in case (b) we obtain the estimate

/w My dr < Wonllzagom. iy It — 5|77 < Gt — 5[

for some constant C' > 0. Hence, the set of functions t }%(un(t, ), )| is also uniformly
integrable for fixed ¢ € C°(f) and we deduce equicontinuity of ¢t — (un(t,-), ) for any
© € L2(): let (pr) C O(9) be a sequence converging to ¢ in L?(Q) and let 0 < s <t < T.
Then, we obtain

an(t,7) = (s, ), @ < (Il )y + lns: ey ) ok = 2y

+jmmmwwm

s

dr.

Now for € > 0, we find some k(g) € N and some d(¢) > 0 such that

d
”80]@ B (pHLQ(Q) <e and /‘dtw"(r’ 7@]&'(5))‘ dr <e

for all kK > k(e) and |t — s| < d(g). Then, for |t — s| < d(¢), we obtain
[(un(t,-) = un(s,-), )| < Cet+e=(C+1)e
where

C:=2 sup un(t, )l 20 -
nE]N,tE[U,T]

Using Arzela-Ascoli, we deduce that there exists a subsequence (u,, ) and some
w e C([OaT]7L2(Q) - w)

such that u,, — w in C([0,T], L*(Q) — w). Some simple calculations yield in case (a) that
w satisfies the weak formulation with vector field b and initial data ug. Hence, w is a weak
solution of the transport equation with vector field b and initial value ug and thus unique, i.e.
u = w. In case (b), the same calculations yield that for any ¢ € C°(]0,T) x Q)

up.n(x)p(0,z) dx + un (t, 2)Opp(t, ) + un(t, )e(t, x) div b, (¢, x) dzdt
[y

Q

T
— /uo d:)://w (t,x)0p(t, ) + w(t,x)(t,x) div b(t, z) dzdt.
Q 0 Q
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3.2. Stability results for the transport equation

It remains to show that
T T
//un(t, )by (t,x) - V(t, x) dedt — //w(t,x)b(t,a:) -V(t,z) dedt
0 Q 0 Q

is satisfied. Our aim is to use Theorem 3.2.1 of the previous subsection. Therefore, we have
to show that (0su,) is a bounded subset of L'((0,T), (W™2(2))"). We choose m so large that
Wm2(Q) < C*(Q). Then, as a consequence of Lemma 3.1.24, we have for any ¢ € W™2(Q)
and for almost all t € (0,7)

(Orun(t, ), 0) = (un(t, )bn(t, ), Vo) + (un(t, ) divba(t, ), ¢),
i.e. Opun(t,-) € (W™2(Q)) and thus, we estimate for ¢ € L((0,T), W™2())

[(Brtn, V)] < lunbnll L1 0,0y x)v 1V Lo 0,0y, 000y + Ntn div bal| 10,10y 191 oo ((0,),0(0)
< ClY [l poo 0,1y, wm2(02))
for some C' > 0 independent of n € IN. The principle of uniform boundedness now yields

that (Oyu,) is a bounded sequence in L'((0,T), (W™?2(Q))’) and we can apply Theorem 3.2.1
leading to

T T
U (t, )by (t, ) - Vo(t, z) dedt — w(t,z)b(t,z) - V(t,z) dedt
/] /]

for any ¢ € C°((0,T) x Q). The general case, i.e. for test functions in CZ°([0,7) x ) can
be deduced using smooth cut-off functions in time (n) C C2°((0,7T)) with

0<m(t) <1, m(t) = xr) andn, = d —dr

for all t € (0,T), k € N and as k — oo. Thus, w satisfies the weak formulation and as
above we deduce that w is the unique solution of the transport equation with vector field b
and initial value ug which we denote u, i.e. w = wu. Finally, by a standard proof of con-
tradiction, we obtain that the whole sequence (u,) converges to u in C([0,7], L?(2) — w).
Furthermore, following the previous argumentation, we obtain that (u,)? converges to u? in
C([0,T), L?(2) —w). Then Lemma 3.2.6 yields that u,,u € C([0,T], L?(Q2)) for all n € N and
up — u in C([0,7T], L3(2)). This ends the first part of the proof.

Second part: It remains to show the result for general p < oco. The case 1 < p < 2 is
obviously satisfied due to the continuous embedding of C([0,T], L*(Q2)) into C([0, ] LP(Q2))

for p < 2. Therefore, it remains to show the statement for the case 2 < p < oco. So, let
2 <p<ooandlettsel0,T]. Then, we estimate

lun(t, ) = un(s, ) 7oy < lun(t ) = un(s, N (gy lun(t, ) = un(s, )20
< CP72 |un(t, ) — un(s, )HL2 —0 ast—s

where C' > 0 is a bound for 2 ||u0,n\|Loo(Q). Obviously, the estimate also works for u. In the
same way we estimate for ¢ € [0, T

lan(t, ) = ult, My < €72 llun(t, ) — u(t, )220
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3. Well-posedness of transport equation

where C' > 0 again is a suitable upper bound. Taking the supremum over [0, 7] yields

— 2
ln = ullo.77 2o(y) < CF 2 lun = ulleo,m, 12y — 0 asn— oo

Remark 3.2.7 In the proof, we only show that the unique solutions u, € C([0,T], L>°(2) —
w*) can be seen as elements of C([0,T],LP(2)) and converge to the unique solution u €
C([0,T7, L>*(2)—w*) in C(]0, T], LP(S2)) under the assumptions of Theorem 3.2.4. Uniqueness
of solutions in C([0,T], LP(Q2)) is not shown here. Crippa shows in his thesis [Cri07] some
results (Theorem 3.1.1 and Theorem 8.2.1) yielding uniqueness in C([0,T], L%(Q)) if b satisfies
some specific requirements.

3.2.3. Stability of solution operator: second improvement

In this subsection, we improve the previous stability result. The improvement consists of the
point that we replace the strong convergence of (divb,) to some divb in L'((0,7) x Q) with
boundedness of (div b,,) in L!((0,T), L>°(Q2)). This improvement will be needed in the proof for
existence of a minimizing point for optimal control problems in the next chapter. In [DL89]
this result is shown in Theorem II.5 for vector fields with spatial Sobolev regularity under
stronger assumptions on the convergence of the vector fields than we will require. The idea of
DiPerna and Lions’s proof is the following: they convolve the unique solution u corresponding
to the vector field b with some mollifier p. and obtain u.; := u * p.. Then, they show that
the function u. satisfies the same transport equation but with some inhomogeneity r.. This
inhomogeneity converges strongly to zero in some Lebesgue space as ¢ — 0 (Theorem II.1
in [DL89]). As a next step they consider the difference u,, — u. of unique weak solutions u,,
corresponding to the vector fields b, and the smoothed u.. For this difference they can show
that it is uniformly bounded in n by two terms: by the L'-norm of the difference u —u. and by
the Lebesgue norm of r.. Taking the limit in ¢ yields their statement in the end. We take the
same way to show our results for vector fields with spatial BV -regularity. Unfortunately, the
proof is much more complicated and we are confronted with the same problem as Ambrosio
had with the commutator (3.8): DiPerna and Lions had the case that their commutator
converged strongly to zero in some Lebesgue space as € — 0 whereas Ambrosio’s commutator
can only be split into a strongly convergent part r; . and some weakly*-convergent part ro..
Then, Ambrosio had to show carefully that this second term also vanishes as € — 0. The same
problem appears here with the inhomogeneity r. appearing in the transport equation satisfied
by the convolved solution u.. This inhomogeneity can only be split into a ,,good* part 7
being convergent in some Lebesgue space and a ,,bad“ part for which we have some estimate
for the limit as € — 0. Therefore, most parts of this subsection resemble the approach of
subsection 3.1.3 and we use the same techniques to tackle the problems. We start with a
theorem whose statements remind one of Lemma 3.1.11. Before we start we want to remind
one of Theorem 3.1.25 which enables us to extend (by zero) any solution u on (0,7") x Q to a
solution u on (0,7) x RV.

Theorem 3.2.8 Let 1 < q < oo and b € L1((0,T), BVo(Q))N with divb € LI((0,T), L>=(£))
and denote u the unique weak solution of the transport equation with initial data uy € L*°(2).
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3.2. Stability results for the transport equation

We set u. == u * p., where p denotes an even mollifier with supp(p) C B1(0) and u denotes
the extension (by zero) to (0,T) x RN. Then u. satisfies

Opue + div(bue) — ue divb = re in (0,T) x RY,
ue(0,-) = up * pe on RY,

where
Te =T1e+T2e with 11,12 € L7 ((O, T), Ll(RN))

and r1¢,7m2,. having the following properties:

(i) There exists some compact set K C RY independent of p such that

Telomx@\x) =0 and 72| r)x@V\K) =0
forany1>¢e>0.

(ii) r1.. — 0 in L9((0,T),LY(R"N)) ase = 0 and

(iii) for any measurable set I C (0,T) and any compact set W C RN we have

nr?jélp/ (/erz,s(t,x)l d:v)q it < c/ </W AMy (L), p) d|DSb(t,-)|(:n)>q n

I

Here, My, denotes the matriz valued Borel function such that D%b = My |D%b| and C > 0 is a
constant depending only on u.

Proof: We have

0 = [Opu + div(bu) — udiv b] * p.
= Oy(u* po) + div(b(u * pz)) — u * pe divb + div(bu) * pe
— (udivd) * p. — div(b(u * ps)) + u * p.divd

and thus
O(ue) + div(b(ue)) — usdivd = r,

where r. is given by
re = (udivb) * p. — u* p. divb + div(b(u * ps)) — div(bu) * p.

Obviously, the term (udivb) * p. —ux p. div b converges to zero in L7 ((0,T), L*(RY)). Thus,
we have a closer look on the commutator

R, :=div(bu) * p. — div(b(u * pc)).

As in the proof of Lemma 3.1.13 we can rewrite R. using Lemma 3.1.11 as

R.(t,z) = — / u(t,r +e2)bie.(t,2) ' Vp(2) dz — (u* pe)(t, z) div b(t, x) (3.28)
RN
- /u(t,x +e2)ba . (t, 1) Vp(2) d. (3.29)
RN
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3. Well-posedness of transport equation

Then we define s . as the function given in (3.28) and sg . as the function given in (3.29). We

set
K = {z € RY| dist(z,Q) < 2}.

Then, since u is zero outside of {2 we immediately obtain that

el x @M k) =0 and 12|« mm k) = 0,

where we define 7. := (udivd) * p. —u* p.divb — s1. and ro. = —s2.. The functions s
and sz are elements of L7 ((0,T), L'(RY)) due to the following reason: we set i = 1,2 and
estimate

T
/(L.
0

T
< ||| 7 oo
< lullg, ((07T>XQ>O/(/31(0)/K
< ol e o1y 1 BLO)I® / / </
B1(0)

< il zyny 11O [ ) / V()] 2] |Db(t, )| (K.))? dtd= < oo,
1
0

q
dm) dt

/ u(t,x +e2)bic.(t,2) ' Vp(z) dz
RN

q
bic.(t,2) " Vp(z) ‘ dmdz) dt

q
i,z (1 I)TV/)( )) dac) dtdz

where we used point (iii) of Lemma 3.1.11. To finish the proof of point (ii) it remains to show
that s;. — 0 in L7 ((0,T),L'(R"Y)). For almost all ¢ € (0,T) we deduce as in the proof of
Lemma 3.1.15 that

// (t,z + e2)by . (t,x) Vp(z dzdac—)/ (t,z) Ze Jbtxe]/zjazl (2) dzdx
RN RN 3,j=1 RN
= — / u(t,x) divb(t,z) dx
RN
as € — 0. Using Lebesgue’s dominated convergence theorem and point (iii) of Lemma 3.1.11

then yields that
s1. =0 in L7((0,T), L' (RY))

as € — 0. It remains to show the property of sp.. A similar statement is already proven in
the proof of Lemma 3.1.15. Therefore, we transfer the proof to our situation:

Due to point (ii) in Lemma 3.1.11 we know that for almost all ¢ € (0,7) and for any compact
set W c RV

limsup/ ‘bg,gvz(t,x)TVp(z)’ dx < ‘(Vp(z))TDSb(t, )z’ (W).

e—0

Moreover, since the support of p is a subset of B;(0) we obtain with Fubini for a measurable
set I C (0,7)
q
imsup [ ([ [ [prcattn)Op(a) dods) a
e—0 7 RN JW
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3.2. Stability results for the transport equation

< I/ </]RN lir?jgp /W ‘bg,syz(t,x)TVp(z)‘ dxdz)q dt
< / ([, |stenTpnie. 2

The last term can be rewritten as

/ </RN ‘(Vp(z))TDsb(t» ')Z‘ (W) dZ>q dt

I
:/(/RN /W 4|(Vp(=) T D%b(t, )| (x)dz)q dt

1

_/</W /RN [(V0(2)T Myt )] dzd|Dsb(t,-)|(:v)>q dt

1

:/(/WA(Mb(t,:p),p) d|Dsb(t,-)|(x)>q dt.

(W) dz) "

Thus, we conclude

q
limsup/ (/ |s2c(t, )] dx) dt
e—0 %%
T
q
Slimsup/ (/ / ‘u(t,:c+52)b275,z(t,$)TVp(z)) dzdx) dt
e—0 7 w JRN
q
< Hu‘qu((O,T)xRN)hr?jélp/ (/W /RN ‘bz,s,z(taﬂﬁ)Tvﬂ(z)‘ dde) dt
1
q
<l iy [ ([ AOBG2)0) D001 @) ar
1

O
Now, we are prepared for the main result of this subsection which is a generalization of The-
orem IL5 in [DL89] to vector fields with spatial BV -regularity.

Theorem 3.2.9 (Second stability theorem) Let ¢ € (1,00), up € L*(Q2) and let b €
L>=((0,T) x QN n LI((0,T), BVo(Q)N with divb € Li((0,T),L>®(Q)). Furthermore, let
(bn) C VFq and (uon) C L*°(Q2) be two sequences with the following properties:

(i) (uon) is bounded in L>=(2) and converges to ug in L*(Q),
(ii) (bn) C LA((0,T), BVo())N is bounded and converges weakly to b in L'((0,T) x Q)¥,
(iii) (divb,) C LI((0,T), L°°(Q)) and is bounded in L'((0,T), L=(Q)).

Then, for any 1 < p < oo, the sequence of unique solutions (u,) C C([0,T],L>®(Q) — w*) of
(3.1) with vector fields by, and initial data ug,, is a subset of C'([0,T], LP(2)) and converges
in C([0,T],LP(R2)) to the unique solution u € C([0,T], LP(R2)) of (3.1) with vector field b and
nitial value ug.
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3. Well-posedness of transport equation

In the following, if some Lebesgue function is just defined on a proper subset of RY in the
spatial variable, then we extend this function by zero to the whole RY if we consider the
function as some function defined on R” in our calculations.

We take some even mollifier p € C°(B1(0)) and we set u: := u * p. for the unique solu-
tion u of the transport equation with vector field b and initial value ug. We will prove the
theorem in several consecutive lemmas. In the first lemma we obtain an expression for the
difference of u,, — u,.

Lemma 3.2.10 Under the assumptions of Theorem 3.2.9 the following expression for the
difference u,, — u. holds:

) / () — e (£, 2))2 das — / () — e (£, 2))2 div by (£, 2) da

K K (3.30)
= 2/(un(t, x) —u(t,x)) (—rie(t, ) —roc(t,x) + (b(t, x) — bp(t,x)) - Vue(t,z)) dz,
K

where K C RN denotes the compact set of Theorem 3.2.8.

Proof: Due to Theorem 3.2.8 we obtain that u. satisfies

Ayue + div(bue) —ucdivb =71 +19.  in (0,T) x RY,

ue(0, ) = up * pe on RVN.

We assume first that ug; € C2°(2) and b; is smooth in (0,7") x Q with zero spatial boundary
value. Then, the corresponding solution u; of the transport equation is also smooth with zero
spatial boundary value. These functions can be obviously extended in a smooth way to RY
in the spatial domain. We take 8 € C'(RR) such that 3(0) = 0. Then, we write

OB (up — ug) + div(byB(u; — ue)) — B(u; — ue) divyy (3.31)
= B (u; — ue) (Op(wg — ue) + div(by(ug — ue)) — (ug — ue) divdy)
= /B/(ul - ua) (_Tl,s —Toe+ (b - bl) : Vua) . (3.32)

For the initial value we have that 5(u;(0,-) — u:(0,-)) = B(uo; — uo * ps). In the following we
denote by K the compact set given in point (i) in Theorem 3.2.8 and we know that Q C K.
Now, integrating over K yields

8t/B(UZ(t,JZ‘) —u(t,z)) de — /ﬁ(ul(t,x) — ue(t,x)) div(t, x) dx
K K
= 8t/6(ul(t’ 33‘) - us(ta 1‘)) dx + /Vﬁ(ul(t,x) - uz—:(ta'r)) ’ bl(taw) dx
K K

= /B’(ul(t,x) —uc(t,x)) (—rie(t,z) —roc(t,z) + (b(t,x) — bi(t,x)) - Vue(t,x)) dx.
K
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3.2. Stability results for the transport equation

Choosing (t) = 2 for t € R we obtain that

8t/(Ul(t, z) — ue(t,x))* do — /(ul(t,x) — uc(t,x))? div by(t, ) dz

K K
=2 /(ul(t7x) - uE(t,a:)) (_rl,s(tvx) - r2,€(t7$) + (b(t,l‘) - bl(t7x)) : Vus(ta ZL‘)) dr.
K

Our first assumption was that u;, b; and wup; are smooth functions. Therefore, we take a
sequence of smooth functions (b, 1), such that

bk — bn in LYN(0,T) x Q)Y and  divb,y — divh, in LY((0,7) x Q) as k — oo.

In addition, we take a sequence of smooth and bounded functions (ug k) C C°(§2) converg-
ing to ug, in LI(Q). Then, the above equation is valid for b, ; and u, ; and taking the limit,
Theorem 3.2.4 yields

9, / (un (b ) — (1, 2))? da — / () — 1o (1, )2 div b (t, 2) da

K K

= 2/(un(t,x) —uc(t,x)) (—rie(t,z) —ro(t,z) + (b(t,x) — bu(t,x)) - Vue(t,z)) dx.

K
O
In the second lemma we get an upper estimate for the difference u,, — u..
Lemma 3.2.11 Under the assumptions of Theorem 3.2.9 the following estimate holds:
[(n(t.) — wclt,2))? do
K
T
<(C1+1)- C’g// |T16(s,2)| dzds+ /((uo,n(x) —upe(2))? dx
K K
¢
// Un (8, ) — us(s,x))roe(s, z) deds
0
+ 2C7 max // Up (7, ) (r,z))roc(r,x) dedr
s€[0,T7]
+ QCg/Hdivbn Mo // Un (7, ) (r,x))(b(r,z) — by(r,z)) - Vue(r,z) dedr| ds
0 0
t
+2 //(un(s,aj) —ugs(s,))(b(s,z) — bu(s,x)) - Vue(t, z) dxds
0 K
(3.33)

for some constants Cy,Cy,Co > 0 and any t € [0,T].

53



3. Well-posedness of transport equation

Proof: We use expression (3.30) of Lemma 3.2.10 and estimate:

8t/((un(t7x) - u6(t7x)))2 dx < HdiVbn(tﬂ )HLOO(Q) / (un(tvx) - UE(tvw))z dzx

K K

+ C’O/|r175(t,x)] dxr — 2/(un(t,x) —us(t,z))ro(t, x) do
K

K

+2 / (un (b, @) — 1 (£, 2)) (b(t, &) — bu(t, @) - Vi (t, 7) da

K

where Cp > 0 can be chosen as Cy := (o)- Integrating in time

yields

[(ntta) — et ))? do

K

/ i bu (s, )0 / (s, 7) — e, )))? dwds

¢
+C0//|r15 s,x)| drds+ 2 // Un (s, x) (s,x))r2e(s, x) dzds
0K

0
//(un(s,:c) —us(s,2))(b(s,z) — bn(s,x)) - Vue(s,z) deds
0 K

+2

+ /((Uo,n(x) —upe(2))? da.

K

Using Gronwall’s Lemma 2.2.4, we obtain that

/((un(t,m) —uc(t,z)))? de < (CO/T/ |71 £(s,2)| dzds + /((uom(x) — upe(x))? dm)

K K

<1+ / [div by (s, )| oo f§||divbn<n->||m(mdr ds)

+2 (un(s,x) — us(s,x))rae(s, x) deds

Ro—

(un(s,z) —us(s,))(b(s,z) — bn(s,x)) - Vue(s,z) drds

+
Ot~ o _ O\“
Ty

o,

/ un (1, ) (r,x))roc(r,x) dadr
K
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3.2. Stability results for the transport equation

Idiv ba (s, )| oo (0 21V b ()| oo ey dr g

s

+ 20/t O/IZ Up (7, ) (r,x))(b(r,z) — bp(r,z)) - Vue(r,z) dxdr

[ div b (s, )| oo () i 1AV b ()| oo (ydr g

Since (divby,) is bounded in L'((0,T), L>(£2)), we set
Cy 1= @ n o IV Bt e eyt / 1div by ()| oo )t

and T
02 .— 5P fg ||diVbn(tv‘)HL<>0(Q)dt

and this yields the statement of the lemma.
O
In the third lemma we use estimate (3.33) to obtain an upper bound for the limes superior of

([ [un(t,2) — ult, z)| dz)®.

Lemma 3.2.12 Under the assumptions of Theorem 3.2.9 we have

2
lim sup Qun(t, x) —u(t,z)| dx
n—oo

< C’o/|u€(t,w) —ult, )| dﬂc+0/(u€(t,x) ot 2))? dz + 20C Ru(sY)

K K
T (3.34)

+CCy(C1 + 1) //|rlgsxd$ds—l—0(01+l/ uo(w) — uge(z))? d
K

0
t
// wi(s,x) —us(s,x))rae(s,x) deds
0

for some specific wy € L*((0,T) x Q), s* € [0,T] and function R. € C([0,T]).

Proof: The proof of Theorem 3.2.4 shows that there are subsequences (u,),(u2) €
C([0, 7], L*(Q) — w*) and (uy, divby,), (u2divb,) € L'((0,T), L=(2)) (labeled by n again)
and wy, wy € L=((0,T) x Q) and w3, wy € L'((0,T) x Q) such that u, — wy in L®((0,T) x Q)
and

Up — W1 and u? — wy in C([0,7T), L*(R) — w),
Uy div by, — w3 and u? div b, — wy in L'((0,T) x Q).

In particular, we have that w; (0, ) = up and w2 (0, -) = u3. We restrict to these subsequences.
Furthermore, the mappings Ry, - : [0,7] — R defined by

s+ Rne(s //unrx —u.(r,x))roc(r,x) dedr
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3. Well-posedness of transport equation

are equicontinuous in n: for 0 < s <t < 7T we obtain that

t
// un (7, ) — us(r,x))ro(r,x) dxdr

| B, (1) — )<
SCO//‘T27€(T,$)| dxdr.
s K
We set
R.:[0,T] > R, s~ R //(wl(r,x) —us(r,x))roc(r, z) dedr
K

and get for all s € [0, 7] that R, -(s) — R<(s). As Ry, . are continuous functions for all n € N,

we can find s, € [0,T] such that R, .(sy) := m[SLX] Ry, <(s). Then, (s,) represents a bounded
€

sequence and there is a convergent subsequence (s,) (which is labeled by n again) with limit
s* € [0,T]. We restrict to this subsequence. For the subsequence we conclude

[Rne(sn) = Re(s)] < [Rnc(sn) = Bne(s™)] 4 [Rne(s™) — Re(s™)] = 0 (3.35)

as n — oo since IR, . are equicontinuous. Now, we estimate

2 2
/\un (t,x) — u(t,x)| dx /]un (t,x) —uc(t,z)| de' | + /!ug(t,a:)—u(t,xﬂ dx
—|—2/|un(t,m)—u5(t,m)| dm/|u€(t,:n)—u(t,:1:)| do
K K
< C/(un(t,x) —uc(t, x))? do + C’/(ug(t, z) —u(t,x))? de
+Co/|u5(t,a:)u(t,z)| dz,
(3.36)

where C = |K ]1/ %, As in the proof of Theorem 3.2.9 we obtain as a consequence of Theorem
3.2.1 that

Unby = wib  in M((0,T) x Q)N. (3.37)

Since (uy) is bounded in L>((0,7) x Q) and (b,) is bounded in LP((0,T) x Q) for p =
min(q, N/(N — 1)), we have that (u,b,) is bounded in LP((0,T) x Q)" and thus with (3.37)
we have that u,b, — wib in LP((0,T) x Q)V. Consequently, we obtain that

//(un(r,x) —us(r,z))(b(r,x) — bp(r,x)) - Vue(r,z) dedr| -0 asn —0
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3.2. Stability results for the transport equation

for any s € [0, 7] and with Lebesgue’s dominated convergence theorem that

/ [div bp (s, )| oo () //(un(r,x) —u(r,x))(b(r,z) — by(r,x)) - Vue(r,z) dedr| ds — 0
0 0 K

as n — oo for any t € [0,7]. Taking the limes superior over n and using estimates (3.33),
(3.36) as well as relation (3.35) yield

2

lim sup /|un (t,z) —u(t,x)| dx

n—oo

<C’0/\u€tx u(t, )| dx+C’/u€tx—u(tx)) dx + 2CC1R(s")

T

+CCH(C1 4+ 1) //|r1€5$|dmds+C(C’1+1/ uo(z) — up e( ))? dx
K

0K
¢
// wi(s, z) — us(s,x))ra(s, ) deds|.
0

O
In the next lemma we will show that the sequence of function (w1 —u.,, )72, converges weakly*
to some measure o € M([0,T) x K) which is independent of the mollifier p for a sequence
(em) with 0 < g, <1 for all m € N and &, — 0 as m — oo.

Lemma 3.2.13 Under the assumptions of Theorem 3.2.9 there exists a sequence (e,,) with
0<en<1forallmeN ande,,, — 0 as m — oo such that

2(wy — e, )2, — o in M([0,T] x K) asm — oc.
The measure o € M([0,T] x K) is independent of the mollifier p.

Proof: We know that

T

2 sup //|w1(t,a:)—ua(t,$)||r275(t,a:)| dxdt < 0o
0<a§10 "

and thus, there exists a sequence () with 0 < &,,, < 1 for all m € N and ¢, — 0 such that
2(w1 — Ue,, )72, converges to some o, € M([0,T] x K). We show that the limit o, is not
depending on p:

for t € (0,T") we take the following sequence (1) C C°([0,T")) such that

0<mux(s) <1Vse(0,T), mur(s)— X[O,t](s) Vs€l0,7) and Ué,k — dp — 0t
in the distributional sense. Lebesgue’s dominated convergence theorem then yields that

Nek — Xjo 0 L7((0,7)) for all 1 <7 < oo
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3. Well-posedness of transport equation

and for any ¢ € [0,7"). Hence, from the equation given by lines (3.31) and (3.32) we deduce,
setting B(t) = t% for all t € R and integrating over [0,7] x K with test functions ¢ €
C*([0,T] x K) and fixed s € [0,T):

T
z/ﬂyﬂm%ﬁ¢Mﬂ+/%MW@JwM01mmJVM
0

K K

+
O\*ﬂ

/ul—ugm Ns,k(Opp + by - Vo + @ divy) dxdt
K

T
+ 2// U — Ue,, ) PNs k(—T1e, — T2, + (b —01) - Vug,,) dadt.
0

As above, this holds for smooth b; and u;. Again, taking suitable sequences, we conclude that

0= /nsk/ 2 dxdt+/ns,k(())cp(o,.)(un(o,.) —ue, (0,-))% da

K

T
—l—// — ug,,) nsk(atgo—l—b Vo + pdivb,) dzdt
0 K

T
+2 // — Uep )PNs k(=T 16 — 2,6, + (b —bp) - Vg, ) dadt.
0

where u,, and b, denotes the above solutions and vector fields. Now, taking the limit in n
yields with the same argument as in the proof of the previous lemma for products of weakly
convergent sequences

(wg — 2wiue,, +uZ ) (onl ), + 15k (Orp +b- Vo)) dudt

(3.38)
Us,k(O)SO(Ov ) (’U,g - 2u€7n (07 ')UO + (uém (07 ))2) dx

[/

0 K

T
+ / / ©Ns ke (Wa — 2w3ue,, + u?m divb) dxdt
0 K

IZ

|
rO

T
/ (W1 — e, )PNs k(T1,60m + T2, ) dadt.
0 K

For the last term in (3.38), we have

T
//ﬁm Xio.w) (W1 — e, )Q(r1 ey, + 1e,,) didt
0
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3.2. Stability results for the transport equation

T 1/¢ T q 1/q
<2 / |75, — X[O,S]}q/ dt / Q (w1 — ue, )p(r1 e, +T2e,,)| do | dt
0 0
. /
<2C / }’17571C — X[O,s}‘q/ dt —0 ask— oo,
0

where C' > 0 is an upper bound for

q 1/q

T
su% / (l[ ’(wl a uem)so(rl,am + T275m)| dx dt
me

0

Thus, we can switch the limiting processes of K — oo and m — oo and we obtain using
e, — 0in L1((0,T) x K) as m — oo

lim (op, ¢nsk) = lim lim 2//(w1 — Ug,, ) T2, s,k dxdt
k—oo

m—o0 k—00

= lim lim //(w2 — 2w, + ugm)(gongvk + s k(Orp + b - Vo)) dadt

m—00 k—o0

+ lim lim [ 75,(0)¢(0, ) (uf — 2ue,, (0, )uo + (uz,, (0,-)*) dx

m—o0 k—00
K

T
+ lim lim [ sy / o(wyg — 2wsue,, + ugm div b) dxdt

m—o0 k%oo

~ lim / w2 = 2ugue, (0,-) + (ue,, (0,-))2 + ws (0, )

m—00

_2w1 uEm ) + (U‘ETVL (07 ))2) dx

- / (5, 7) (wa(s,) — 2un (5, ey, (5,°) + (e, (5,))?) de

K

+ lim //(wg — 2w ue,, + ugm)(&ggp +b-V) dxdt

m— 00

+p(ws — 2wsue,, +uZ divb) dzdt)

/ wa — 2wiu + u?) (Do + b - V) + @(wy — 2wsu + u? divb) dedt
K
o(s

8,+) — 2wi(s, Ju+u(s,-)?) dx

/
A
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3. Well-posedness of transport equation

ws(0, ) — 2wy (0, )ue,, (0,-) + (ue,, (0,)* = ud — 2ugue,, (0,-) + (ue,, (0,-))* =0 in L*(Q).

From the above equation and the preceding estimates and equations we get the following
information: if we omit 7, at the beginning and just test with ¢, we see that the measure
o, is given by

0, = —0i(wa — 2wiu + u?) — div(b(wa — 2wiu + u?)) + (wy — 2wzu + u? div b)

and thus, independent of the mollifier p. Therefore, we call o, just o in the following. Fur-
thermore, if we restrict o to the set [0,s] x K and denote the restriction o, we obtain from
the above equation for any ¢ € C,([0,T] x K):

//wdas—//xmswda—hm // X[0,s] — "s,k) da+hm //@nskda

[0,s] K [0,T] K [0,7] K
- / (5, ) (wals,) — 2wy (s, ) + (u(s, ))?) da
K

+ //(wg —2wiu + u?) (O + b+ V) + p(wy — 2wzu + u? divb) drdt,
0K

i.e. the restriction 2[(wy — te,,)r2.e,.]|[0.5x k £ @ LY converges weakly* to

s = =0 (w2 — 2wiu + u?)[jg g ) — div (b(wz — 2wiu +u?)|jg o))
+ (wq — 2wsu + u* div b)l[0,s]x K -

O
In the last lemma we use this measure to show that the right side of estimate (3.34) is zero.
This gives us the statement of Theorem 3.2.9.

Lemma 3.2.14 Under the assumptions of Theorem 3.2.9 the statement of the theorem holds.

Proof: So far, we have shown that our limits do not depend on the specific mollifier and
we go back to estimate (3.34). Taking the supremum over m € N with ¢t € [0,7] and ¢ =1
on [0, max(t, s*)] x K yields:

2

lim sup /|un(t,x)—u(t, x)| dzx

n—oo

< 2C sup //(wl(s,x) — Ue,, (5,2))T2e,, (5, x) drds
meN

+ CC1 sup R.,,(s%)
meN

= C|ou([0,] x K)| + CCy o+ ([0, s*] x K)|.
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3.2. Stability results for the transport equation

Now, in the remaining part we show that ¢ = 0. This will work in the same way as it is shown
that the limit measure of the commutator is zero in the previous chapter. The sequence
(|(w1 — ue,,)T2e,.]) is bounded in L*((0,T) x K) and thus, a subsequence converges weakly*
to some measure A € M([0,7] x K). Due to Proposition 1.62 in [AFP00] we have that |o| < A.
Hence, restricting to this subsequence we obtain for ¢ € C.([0,T] x K)

T

/ /90 (t,x)| dlo|(t,x) < hmsup//go (t, )] (w1 (t, ) — ue,, (t, )72, (t, )| dedt

[0,7] K 0

T
< Climsup//]@(t, z)||r2e,, (t, )| dedt
T
< C'lim sup / / o(t,2)] / boe o(t.7) - Vp(2)| dedwdt. (3.39)
m—00
0 K N

Now, setting S := ||l (0 77x k) and

Wiy ={z € K| [p|(t,z) > y}

we rewrite (3.39) and obtain

Climsup/// /|b25m7 (t,x) - Vp(2)| dzdzdydt
m—0o0

nyRN
T
O/O/]R/N hrrnnj;lop / b2,z (t, ) - Vp(2)| dedzdydt
T S
<c[/ / (Vo) T (D)0, )z (W) dady
0 0
—C /T /S / / T(Db)(t, )‘(az)dzdydt
0 0 RN Wiy
T S
Co/o/wt/yR/N ( (Vp(2)) T My(t, ) ’ dzd | D*b(t, )| (z)dydt
—C/T/ISO(t z)| A(My(t, ), p) d|Db(t,-)| (z)dt
0 K

Thus, |o| < CA(My, p) |D®b| and in the same way as in Lemma 3.1.16 we obtain that there
exists a Borel function f such that |o| = f|D®b| and

|f(t,z)| < CA(My(t, ), p) for |D°b|-a.e. (t,x).
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3. Well-posedness of transport equation

Since |o| is not depending on the mollifier p, we deduce with the same argumentation as in
the above mentioned proof that

|f(t,x)| < inf CA(My(t,x),p) = inf CA(My(t,x),p) for |D°b|-a.e. (t,z),
peEK! peK
where K’ C K denotes a countable dense subset. Then, the Lemma of Alberti 3.1.17 yields
that
|f(t,x)| < C |trace(My(t,x))| =0 for |D°b|-a.e. (t,x),

since the singular part of Div b is zero. Therefore, we obtain that ¢ = 0 and thus for ¢ € [0,T")

2

lim sup / |un(t,x) —u(t,z)| de | =0.
N

n—o0

For the subsequence (u,) being convergent to w; in C([0,T], L?*(Q) — w), we conclude that
wy(t,") = wult,-) for all t € [0,T]. Analogously, we obtain that ws(t, ) = u%(t,-) for all
t € [0,T]. Using a proof by contradiction as in the proof of Theorem 3.2.4, we obtain that the
whole sequence (uy,,) converges to u in C([0, 7], L?(2)) and using the boundedness of (uy,) in
L>((0,T) x Q), we get that the convergence is valid in C([0,T], LP(€Q)) for any 1 < p < oo.
O
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4. Optimal control problems
In this chapter, we consider optimal control problems of the form

man (u,b) ZTk <||u (tr,-) YkH%Q(Q)) + R(b)

u

with the transport equation of the previous chapter as one of the constraints. Here, the
function v denotes the solution of the transport equation with vector field b and initial value
Y1 € L>®(Q), i.e. u= S(Y1,b). In the above objective function, the functions Y, € L*°(Q2) and
Tir:R =R, k=2,..., K are given and the mapping R represents the regularization terms of
the minimizing functional J. Our aim of this chapter is to show that J attains a minimum on a
bounded subset S,q C VF( with the transport equation as a side condition. In the optical flow
framework this problem appears with various regularization terms in [HS01, BIK03]. Some
of their considered regularization terms will be covered in this chapter, in particular the one
appearing in [BIK03|. Furthermore, Chen and Lorenz examined this problem in [Chell, CL11]
for some special regularization term. In all these works, results on existence of some minima
require assumptions with much more regularity of the involved functions as we will need for
our results in this chapter. The chapter is divided into two sections: in the first section we will
have a closer look on time dependent functions with BV (€2) as codomain. As mentioned in
subsection 2.1.3 we consider time dependent functions whose codomain is given by a dual space
as Gelfand integrable functions. For this purpose we need to clarify when the weak* topology,
usually used in BV (Q2) coincides with the standard weak* topology in functional analysis when
we consider BV (2) as the dual of a separable Banach space. In [AFP00] it is mentioned that
these topologies are equal for sufficiently regular domains. As we will see Lipschitz regular
domains are sufficient. In the second part of this subsection, we will use a generalization of
Fatou’s Lemma for unbounded Gelfand integrable functions ([CdR04]) to show that bounded
sequences of time dependent vector fields contain subsequences being weakly* convergent with
Gelfand integrable functions as limits. In the second section, we will use these results and
the statements of the previous chapters to show existence of minima for the above optimal
control problems with diverse regularization terms R. Beside the total variation of the vector
field b, which will be a fixed part in all regularization terms, the following additional terms
are considered:

w\m
w\q

T
=2 [ 1 (laivhie. )l at
0

where 3,y > 0 denote some regularization parameters and I's,I's : R — R are given functions.
For the theory about transport equations zero boundary of the vector fields in the spatial
domain is needed. Unfortunately, the limit function of a convergent subsequence will not need
to have zero boundary anymore, since the convergence is at best with respect to the weak*
topology and the trace operator is not continuous with respect to this topology. Therefore,

T
/ ||at HL2 QN ) dt and R3
0
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4. Optimal control problems

we will introduce some additional technical assumptions to tackle this problem and to enforce
strict convergence. This will give us a limit with spatial zero boundary.

4.1. Time dependent vector fields with BV ({2) as codomain

4.1.1. Predual of BV (2)

In the space BV (2) an often used topology is the so-called weak* topology. The name of the
topology is misleading since this topology is not the standard weak™ topology in functional
analysis if BV (Q) is seen as a dual space of a separable Banach space. In Remark 3.12 in
[AFPO0O] it is mentioned that these two topologies coincides if the domain is sufficiently reg-
ular. We will show that Lipschitz regularity for the domain is sufficiently enough. With this
result we do not need to distinguish between these two topologies in the subsequent parts, in
particular in the case when we consider vector fields as Gelfand integrable functions where
BV (Q) is regarded as a dual space with (dual) weak® topology. As in the previous parts of
this thesis, we consider Q@ C R as an open, bounded domain with Lipschitz boundary in this
subsection.

In Remark 3.12 in [AFPO00], a sketch for constructing the predual of BV (Q) is given. In
the following, we call I'(Q2) the predual of BV () and we give a precise construction of I'(2):
we set X = Cp(Q)V*! and

E:={0=(D,...,0n) € X,p = (D1,...,0x) € C°(Q)" such that divy = 0o} .

Then E is a subspace of X and we set Y as the closure of E with respect to H'HC(Q)NH- Now
Remark 3.12 in [AFPO0O] yields that the map T' given by

T:BV(Q) = MOV ws (ulN,0pu, ..., 0ppu)
is an isomorphism between BV (Q2) and T'(BV (Q2)) with

||U||Bv(ﬂ) <2 ||T(U)||M(Q)N+1 <2 ||U||Bv(ﬂ) .
Furthermore, for all ® € E and u € BV (§2) we have that

(T (), ) pqqeyver, ot = (WL R0) (g0 o T D Ot B uaqe).co(e)
1

N
k=
N
N 1.
= (L™, div ) (0 o) T D Oreths B) age). o)

= 0.
(4.1)

k
J— N 1 N i
= (uﬁ ,div cp) (M(2),Co()) (Uﬁ ,div 90) (M(£2),Co())

Hence, we obtain that (7'(u),y) = 0 for all w € BV(Q2) and all y € Y. This means that
T(BV(Q)) C Y°, the annihilator of Y, which is the set of linear functionals L € X’ such that
Y lies in the kernel of L. By using the following result we conclude that Y° = T'(BV(12)).

Lemma 4.1.1 Let Q C RY be an open set and p,v; € M(Q) fori=1,...,N such that

/amicp(:v) () = —/gp(:n) dv(@) Ve CNQ), i=1,...,N.
Q
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4.1. Time dependent vector fields with BV () as codomain

Then, there exists a unique u € BV (Q) such that p = ul™.

Proof: We smooth p with some mollifier p. and then, Theorem 2.2 in [AFPO00] yields

Sl pd@) o< [ Jwep )@ do < 0l (RY) = oy (4.2)
Q RN

In addition, we have
/ D(ju% p2) (@) di < / ((Dp o p2) (@) do < o] (RY) = ]y (4.3)
Q RN

with v = (v1,...,vN). Thus, (u* pe) C BV (Q) is bounded and we conclude that there exists
a subsequence (p * p;) (labeled by ¢ again) and some u € BV (€2) such that

p*pe —u in LY(Q).

On the other hand, % p. — g in M(Q). Thus, ulY = pu.
O
Hence, Theorem I11.1.10 in [Wer11] yields that Y° ~ (X/Y)" and an isomorphism is given by

T :Y° = (X)Y), yeTi(y)

with
Ti(y): X/Y = R, [w]— (Ti(y), [w]>((x/y)/,x/y) = <y7w>(X’,X)

which is well-defined due to (4.1). Hence, BV (Q) is isomorphic to (X/Y)' via T} o T and we
can identify the predual I'(Q?) with X/Y. Now, for some u € BV (), we define

N
N
(u, [W]) gy (o.rey) = (UL 7w0)(M(Q),CO(Q)) + Z (D s Wie) (pa(52),00(0) (4.4)
k=1
for all [w] € T'() with w € X and w = (wo,w1,...,wy). Therefore, we conclude for a

sequence (u,) C BV (Q) and some u € BV () (we use the notation - for the standard weak*
topology in functional analysis and ~* for the usually used weak* topology in BV (Q2)):

tn = u & (un —u, [W]) gy rey ¥ [ €T(Q)

& u LN Souch in M(2) and

O, U — D, in M(Q) Vie{l,...,N}
S U, > u in L1(Q) and

O, U — O, in M(Q) Vie{l,...,N}
s ou, 2y

In the third equivalence relation we used the fact that for domains with compact Lipschitz
boundary BV () is compactly imbedded in L'(Q) (see Proposition 3.21 and Corollary 3.49 in
[AFPO00]). Hence, for Lipschitz regular and bounded domains, these two topologies coincides
and in the following we will use the term weak* and the notation — for both topologies.
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4.1.2. Closedness of bounded sets of time dependent vector fields

In this subsection, we have a closer look on norm bounded sets of vector fields. In the main
theorem we will prove that sequences (b,) C VF which are bounded with respect to some norm
contain subsequences which are convergent in a weak sense and whose limits are again vector
fields with the same temporal and spatial regularities. The statement will play a crucial role in
the next section: in the proof of existence of minima, the result of this subsection will give us
a limit for which it can be shown that it represents a minimum. We start with some definition.

For g € (1,00) we define the set
VF? := {b e VF| be LI1((0,T),BV(Q)N and divd € Lq((O,T),L"O(Q))} :
Then, we can state the main result of this subsection.

Theorem 4.1.2 Let q € (1,00) and let (b,) C VF? be a sequence. If (b,) is bounded, i.e. for
alln e N

16l a (0,1, BV (@)y < C <00
for some C > 0, then there exists a subsequence (by, ) and a function b € VF? such that the
following properties are satisfied:

*

(i) for almost all t € (0,T) b(t) € conv({b,(t)|n € ]N}w*)w ,

(ii) for any measurable set B € B((0,T))
/bn(t, N dt & /b(t, S dt in BV(Q)N
B B

(iii) for any measurable set B € B((0,T)) and any monotonically increasing and convex
function g : R — R with g € O(x)

[ o (196} e < tmmint [ g (19bu(0 v )
B B
(iv) b, — b in LP((0,T) x Q)N asn — oo for any p € [1,min(q, N/(N — 1))).
Proof: We start to show that for any [w] € I'(Q)" the set of functions
t = (bn(t,-), [W]) gy (@)~ r)™) (4.5)

is uniformly integrable in n € N. Then, results from [CdR04] will yield most of our statements.
Let [w] € T'(Q)N. We take a fixed representative w € Co(Q)N*(V+1) and estimate for any
measurable set B C (0,7)

/‘ Dsv @~ r@on ‘ dr<2/‘ i (1, ) LY wi )| dr (4.6)

le

+ZZ/} Oz, bin (1, ), wig1)]| dr. (4.7)

=1 j= 1B
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4.1. Time dependent vector fields with BV () as codomain

Now, we have a closer look on the terms (4.6) and (4.7). For term (4.6) we obtain

Z/\ ()L )| dr<|B|1/qZHbm||Lq oy Ieiillo
=B (4.8)
=1

for some C7 > 0 independent of n € N. For the second term (4.7) we estimate

N N , N N
Z Z/ }<axj bi,n(ra ')7 Qpi,j,k’” dr < |B|1/q Z Z Haxj bi’nHLq((O,T),M(Q)) ||wi,j+1 ||C(Q)
j=1 B

i=1 j= 1=1 j=1
’ (4.9)

N N
< B0y lwi gl
i=1 j=1

for some C2 > 0 independent of n € N. The uniform integrability of the functions in
(4.5) follows directly from estimates (4.6)-(4.9). Now, Theorem 3.1 (b) in [CdRO04] yields
that there exists a subsequence (labeled by n again) and a Gelfand integrable function b €
LY((0,T), BV(2))Y such that

</b(t, Y dt, [w]> :/<b(t,-),[w]> dt

B B

< nnrggf/@n(t, 3 [w)) dt—li71rr_1>ioréf</bn(t, ) dt, [w}>

B B

for any [w] € T'(Q)" and for any measurable B € B((0,T)). Since the above inequality is
satisfied both for [w] and —[w], we conclude that

/ ) dt = / ydt in BV(Q)N (4.10)

for any B € B((0,T)). Due to Proposition 3.1 in [CdR04] we can choose the subsequence (by,)
such that it is K-convergent to b. Furthermore, part (c) of that theorem yield point (i). Since
BV (Q) is compactly imbedded in LP(Q2) for any p < N/(N — 1), (4.10) yields that

/bn(t,-) dt — /b(t,-) dt in LP(Q)Y
B B

B((0,7)) and any p < N/(N — 1). Hence, for p € (1,min(q, N/(N — 1)))
and for h € LY ((0,T) x ) Theorem 10.4 (i) in [Sch13] yields that there is a sequence
(hy) © L ((0,T),LP ((Q)) of simple functions such that hy — h in L' ((0,T), L¥' (Q))V.
Denote Ay; C (0,T7), i =1,...,K(k) the different measurable subsets where hy, is constant
with value hy; € Jrd (Q ) Then, we conclude

for any B € 0
(

/

K (k)
(b =8 < 3 s [ But) = bit,) d)
=1 Ag
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+ 12k = Pl L 0,19, 10" () 11om = bll Lo 0,1y, Lo )™

K(k)
<3 | [ bt = bt ) +C = Bl 1,070
=1 Ak

for some C' > 0 since (b,,) is bounded in LP((0,T) x Q)¥. This yields that

|(h,bp, —b)| = 0 as n — oo.
Thus, b, — bin LP((0,T) x Q)" and hence in L'((0,7) x Q2)V. It remains to show that b €
L((0,T), BV(Q))" and point (iii). We consider the sequence (Db,,) C LI((0,T), M(Q)N*N).

For this sequence we do the same steps as in the proof of Theorem 3.1 (a) in [CdR04] but
with some differences: we choose a subsequence (labeled by n again) such that

T T
hnII_l)gf/g (HDbn(t’ )Hljl\/l(Q)NxN) dt = nh_}rg()/!] (HDbn (t, )”3\/[(Q)N><N) dt
0 0

since
T

sup [ 9 (100, (6 ) gy dt <0
neN 0

due to the boundedness of (f(;[ | Dy, (t, ')Hljw(g)NxN dt), g € O(z) and the monotone increasing
of g. Then, as in the above mentioned proof we can construct a subsequence (Db, ) being
K-convergent to some f € L'((0,T), M(Q)N*N). On the other hand, we already know that
the whole sequence (Db,,) is K-convergent to Db. Thus, we conclude Db = f and we have as
in [CdRO4]

| Db(t, ')HM(Q)NXN < lim inf

n—oo

1 < 1<
=3 Di(t,- < liminf — > || Dby(t, - x
n £ ( )H 1m 111 n £ | ( )”M(Q)N N

M(Q)NxN n—oo

for almost all ¢ € (0,7). Thus, since x — |z|? is convex and g is continuous as a convex
function,

IS IR
9 (1Yt gy ) < limint =S g (Dbt )y )
=1

for almost all ¢t € (0,7). In addition, due to g € O(x), the above expressions are integrable
over measurable sets B C (0,7"). Fatou’s lemma for positive functions then yields

NP IR
[ (1050 M) 0 < imint =5~ [ (10006 gy )
B =lp
—timint [ g (IDba(t, ) gqpnen)
B

for any B € B((0,T)). The boundedness of (by,) in L((0,T), BV (2))" and the choice g(z) = =

finally yields that b € L9((0,T), BV (Q))V.
g

Beside this result for Gelfand integrable functions we need the following result for Bochner
integrable functions in the subsequent section.
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4.1. Time dependent vector fields with BV () as codomain

Lemma 4.1.3 Letl € N, g : R — IRE{ be a monotonically increasing and convex function
with g € O(x) and let (f,) € L?>((0,T), L*(Q))" be a bounded sequence. Then, there exists a
subsequence (fn,) and some f € L*((0,T), L*(Q))! such that

T

T
/ g (17t )2y ) dt < Timing / g (It M2y ) dt.
0

0

Proof: Due to the boundedness of (f,) in L?((0,7T), L?(Q))!, there exists a subsequence
(labeled by n again) and some f € L2((0,T), L?(2))! such that f,, — f in L2((0,T), L2(Q))".
Furthermore, due to the properties of g, we have

T
sup [ o (It ) d < o0
0
and thus, we can choose a subsequence (f,,) (labeled by n again) such that
T T
timint [ g (1t M3ay) dt =l [ (InltMEay)
0 0

holds. Applying Theorem 2.1 in [DRS93], we then obtain that there is a sequence (hy) C
L%((0,T), L*(Q))" with h,, € conv({fx| k > n}) for n € N such that (h,(t,-)) is convergent to
some h(t,-) € L?(Q)! for almost all t € (0,7), i.e

N(n) N(n)
hn:Z)\mfi with0 < \,; <1 forn<i<N(n)eN and Z)\mzl

for all n € N. We assume that h(t,-) # f(t,-) for t € B C (0,T) with £}(B) > 0. Then, we
have for ¢ € L?(Q)!

T
/ h ? dt < oy sup / Vot )22y
0

T
< H‘PH%Z(Q)Z Slel]II\)I/ an(t, )H%Q(Q)l dt < oo.
0

Due to Theorem 1.35 in [AFP00] we obtain that

[t = (Bt ), 0)] = [t = (h(t,-), )] in L*((0,T)).

Hence, we conclude for ¢ € L?(B)

//w tmdxdte//w dacdt—>//zp (t,z) dadt,
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4. Optimal control problems

ie. (h(t,-),¢) = (f(t,-), ) for almost all t € B. Since ¢ € L?(Q)! can be arbitrarily chosen,
we obtain that h(t,-) = f(t,-) in L?(Q)! for almost all ¢+ € B. But this is a contradiction to
our assumption and thus h = f in L2((0,T), L?(R2))!. Consequently, we obtain
2 2 w 2
9 (17t ) = Jimm g (Ien(t. Mooy ) < limin 37 Auag (1£:(t ) 2oy

for almost all ¢ € (0,7"). Thus, Fatou’s lemma finally yields

T N(n) T
[ o (U ey dt <timine 37 xi [ g (It Eagor )
0 =n 0
T
o 2
= hnlgggf/g (llfn(t, ')HLQ(Q)l) dt.
0
O
4.2. Existence of minima of optimal control problems
In this section, we have a closer look on the following type of optimal control problems
K T
2 a 2
IB’II?J u,b) kZ: (Hu (t,-) YkHLQ(Q)) + 5 /I’l (HDb(t, ‘)HM(Q)NxN> dt  (4.11)
0
+ R(b) (4.12)
with regularization parameter o > 0, functions Y, I'1 : R — R, k= 2,..., K and constraints
up + div(bu) — udiv(b) = n (0,77 x €, (4.13)
u(0,-) = in €, (4.14)
b= n (0,7) x 09, (4.15)

where Y, € L>®(Q), k = 1,...,K are given. The term R denotes additional regularization
terms and we will cover the following ones in our investigations:

()
Ri(b) =0,
(i) )
s
=5 [ e (ot ) ey )
0
(iii)

Ty (v b(t, )32y .

oy
o

=
Il
o =2
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4.2. Existence of minima of optimal control problems

(iv)

w\m

T T

gl
/ |8t ”LQ(Q)N dt+2/F3 ’leb )H%Q(Q)) dt
0 0

where 3,7 > 0 are regularization parameters and I's,I'3 : R — R are given. In the first two
cases, we will additionally distinguish between two further cases: the set of constraints given
by (4.13)-(4.15) and the same set plus the additional constraint

divb=0  in (0,T) x Q. (4.16)
For the functions Tg, k =2,..., K and I';, 1 = 1,2, 3 we assume the following:
(a) the functions Ty : R — Ry are lower semi-continuous,
(b) the functions I'; : R — R{ are convex, monotonically increasing, in O(x) and

lim I'(z) = oo.

T—r00

In this case, the regularization terms in (4.11) and in (ii)-(iv) are well-defined.

Before we can introduce a setting for an admissible set we have a closer look on the BV-
regularity for our considered vector fields. So far, we have the obvious setting

be VE? ={be L>((0,T) x Q" nL*((0,T), BV(Q))N | divb € L*((0,T),L>(Q))}.

For the existence and uniqueness of solutions we need vector fields b which have zero trace
at the boundary of the spatial domain. The demand b € L?((0,T), BVy(Q2)) would not be
enough since the trace operator is not continuous with respect to the weak*-convergence but
with respect to the strict convergence in BV (£2). As we will get at best weak*-convergence for
a subsequence of a minimizing sequence, the weak*-limit would not need to have zero trace at
00 for almost all ¢t € (0,7). The reason for this lack of continuity of the trace operator with
respect to the weak*-topology is illustrated in the following simple example: it is based on the
possible loss of measure of the derivative at the boundary in the weak*-limit. The derivatives
of BV -functions with vanishing trace do not have nonzero measures on the boundary. This loss
of measures is not possible if the derivatives converges narrowly in measure which corresponds
to strict convergence of BV -functions. An example illustrating this problem in BV ((0,1)) is
given by

0 ifxe(0,1/n)

falz) =<1 ifzxel/n,1—1/n].
0 ifze(l-1/n,1)

Then, (f,) C BVy((0,1)) and f, — f =1 in L((0,1)) and Dfy, = 61/ — 61-1, — 0 in
M((0,1)), but |Df,]((0,1)) = 2 - 0. The problem here is that the jumps keep constant
and do not tend to zero when they approach the boundary. That means we have to control
the behavior of our BV-functions close to the boundary to ensure that limits of weakly*-
convergent sequences of BV -functions with zero boundary trace do have zero boundary trace.
Therefore we introduce the following setting. Given an € > 0 we define for an open bounded
set O C RN with Lipschitz boundary

O, = {z € O|dist(x,00) < e}.
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4. Optimal control problems

Then, we can set for § > 0 and ¢ > 0
W 5(0) := {w € LY(O)| |w(z)| < ddist(z, JO) for almost all z € O, } . (4.17)
and obtain the following result:

Lemma 4.2.1 Let © C RYN be open and bounded with Lipschitz boundary 0O and let ¢ > 0
and 6 > 0. Then, any f € BV(O) satisfying f € W, 5(O) lies in BVy(O).

Proof: For § = 0, this is obviously true since f = 0 in O.. Thus, let § > 0. Then, by
Theorem 3.87 in [AFP00] there exists for #" ~l-almost every z € 9O a unique wy(z) € R

such that )
tim [ 1) - wye)] dy =0,

r—07r
ONBy(x)
Now, let A C 0O be the set such that there is a unique wy(x). Then, we assume that there is
some = € A such that wy(x) # 0. Without loss of generality we can assume that wg(z) > 0.
For 0 <7 <7 :=min(1/0 - ws(x)/2,¢) we estimate

1 1 we(x
L[ i@l =t [ - el a = "2 0 B @)
ONB,(z) ONBr(z)
4.18)
>C>0 VOo<r<rg (4.19)

and for some C' > 0. This is true due to the following argument: assume that
LN
-LY(ONBy(z)) — 0.
,

Then,
1 1
04 ~LYON B (@) = / 1—0| dy,
ONBr(x)

i.e. the constant 1-function in O, which is a BV function, has zero boundary. This is
a contradiction since the boundary trace of the constant 1-function is the 1-function in
LY (00, HN=1 L 90). Thus, our assumption is wrong and there must be a C' > 0 such that

1
;LN(O NB.(z))>C  Vr>0.

Therefore, we conclude that

1/ () —wy()] dy =0

r
ONB(z)

which is a contradiction. Thus, ws(x) =0 and f € BVy(Q).
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4.2. Existence of minima of optimal control problems

Lemma 4.2.2 Let O € RN be an open and bounded set with Lipschitz boundary 0O and
let € > 0 and 6 > 0. Furthermore, let (f,) C L'(O) be convergent to f € L'(O) with
fn € We5(0O) for alln € N. Then f € W, 5(O).

Proof: Since f, — f in L'(O), we have that
falo. = flo.  in LY(O:).
Thus, there exists a subsequence such that
[—d dist(x, 00), d dist(z, 00)] 5 fnlo.(x) = flo.(x) for almost all z € O..

Hence, flo.(x) € [—ddist(x,d0),0dist(x,00)] for almost all x € O. and therefore f €
W.5(0).
U

Remark 4.2.3 For the case § =0 the set
BV:0(0) :={f € BV(O)| f € Wc0(O)}
is a closed subspace of BV (O) and a subset of BVy(O).

With this technical assumption we define the set of admissible vector fields S,4 for the various
optimal control problems. We take fixed M > 0, § > 0 and € > 0 and we consider vector fields
b:(0,7T) x Q — RN with

be SZ’; ={be VF?| b(t,-) € W, 5(Q) for almost all ¢ € (0,7)}

and define the admissible set for M, ¢ and §

St = {b € e | 11Bll oo o myxsn + 1V bl 120 ) 20w c2)) < M} : (4.20)

Obviously, we have that
820 C VFZ := {be VFy| b VF?}.
Furthermore, for the case of the additional constraint divb = 0 we define the set
M7 76 «— M: 76 4 f—
Shiy’ = {be i) divb=0} (4.21)
and in the case of time regularization

Med M,e,6
Shise = {pesh

ab € L2((0,T) x Q)N} . (4.22)
The previous chapter yields that there is a well-defined solution operator
S L>®(Q) x VFg — C([0,T], L (Q2) — w*), (ug,b) — S(uo,b).
Based on this solution operator we define the control-to-state operator Ly, as
Ly, : VFy — C([0,T],L*>°(Q) —w*), b+ Ly,(b) = S(Y1,b) (4.23)
and its restriction to S%’E’é as Ly, 44 We abbreviate the terms S%’e’é, S%’B"S and S%ig’f to
Sad> Sad,0 and Sgq.,, respectively, if it is clear which constants M, € and ¢ are used in the

current setting. Incorporating these control-to-state mappings into the objective function J
leads to various reduced objective functions F; for our considered cases: we define
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4. Optimal control problems

in the case | the reduced objective function J(Ly, 44(-), ) as | with admissible set
R=R; I Sad
R=R Fio Sad,0
R = RQ F2 Sad,at
R = RQ FQ,O Sad,O N Sad,at
R = Rg FB Sad
R=Ry Fy Sad,;

For these reduced objective functions we show in the subsequent theorem that they attain
their infima on their admissible sets, i.e there are minima within the admissible sets for each
optimal control problem.

Theorem 4.2.4 (Existence of minima of optimal control problems) Let M > 0, ¢ >
0 and § > 0 be fized chosen. Then, the reduced objective functions F;, i € {1,...,4} and Fj,
7 = 1,2 attain their infima on their admissible sets.

Proof: We just show the statement for the objective function Fj since the proof works in
the same way for the other problems.
The objective function Fy has a finite infimum in S,4 g, since Fy(b) > 0 for all b € S,q.9,. Now,
let (by) C Saa,s, be a minimizing sequence, i.e.

Fy(bp) > Fy(bps1) YneN and lim Fy(b,) = inf Fy(b).

n—o0 beSad,Bt

The sequence (b,,) is bounded in L2((0,T), BV ()Y

T
F4(b1) > F4 Z/Fl ||Db HM N><N) dt
0
/HDb By di) ¥neN
and thus,
T
oup 1960t Byt < ox
neN

since I'y(z) — oo if @ — oo. In addition, |[bnl|pe(rxnyy < M for all n € N and hence,

(by) is also bounded in L2((0,T), L*(©2))". Using Theorem 4.1.2, we obtain that there exists
a subsequence (by,) (which is labeled by n again) and some b € L2((0,T), BV (2))"V such that

T T

/n 1Db(E, )y dtghgiogf/rl (TSI~ (4.24)
0 0

and b, — b in L1((0,T) x Q)N. For the limit b we have that b(t,-) € W ,(Q) for almost all
€ (0,7): denote

No = {t € (0,T),bu(t,-) € BV(QV}U{t € (0,T),ba(t,) ¢ Wes()™}
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4.2. Existence of minima of optimal control problems

and

N :={te(0,T),b(t,-) ¢ BV(Q)V}.
Then N,, and N are null sets and

W=NuJN,

nelN

is also a null set as a countable union of null sets. Furthermore, due to Lemma 4.2.2 we
conclude that for any ¢ € (0,7)\W

g€t N neN}” =g W, 5N

is satisfied. Consequently, in the same way we conclude that for any ¢ € (0,7)\W

w

g € conv ({bn(t, )| ne N}w*) = g€ W5

is satisfied. Thus b(t,-) € W.5(Q)" for almost all t € (0,7). In addition, since (by,),
(O4by) and (divb,) are bounded sequences in L°((0,7) x ), in L2((0,T) x Q) and
in L2((0,T), L>(2)), respectively, we conclude, using standard arguments, that b, — b in
L=((0,T) x QN 9b, — ;b in L?((0,T) x Q)Y and divb, — divb in L?((0,T) x Q) with
divb € L%((0,T), L>°(9)) for some subsequences. Due to Lemma 4.1.3, we know that each of
these subsequences contains a subsequence (labeled by n again) such that

T T
/m (10b(t, )22y ) dtélinrgio%ffl“z (bt 1132y )
0 0

and
T

T
/ T (Ildive(t, ) [F2q)) dt < liminf / Ty (lldiv ba(t, )32y ) dt
0 0

holds. We restrict to those subsequences. Summing up, we have shown that b € S,q9,. Finally,
using Theorem 3.2.9, we obtain that

Ly, qd(bn) = Ly, q4q4(b) in C([0,T],L"(2)) for1 <r < oo
and thus we get for all 2 < k < K
LYl,ad(bn)(tky ) — Yk — LYl,ad(b)(tk; ) — Yk in L2(Q) as n — 0oQ.

In total, we obtain with estimate (4.24):

K T
1 (%
Fyb) =5 > T <||LY1,ad(b)(tk> ) - Yk“i?(ﬂ)) 3 /Fl (HDb(t’ ')HMWNXN) dat
k=2 0
g f [
9 0 . 2
+ 5 /Fg (H@tb(t, )HLQ(Q)) dt + 5 /Pi’: (Hle b(t7 )||L2(Q)) dt
0 0
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T
K
. 1 2 . . o 2
< lim szk (I1Ev1,00(0n) (ths ) = Va2 ) + lim inf / Tt (IDba(t, ) ey ) dt
= 0

T
+hm1nfﬁ/f‘2 <||8tbn(t, -)||%2(Q)> dt—i—linniior.}f%

n—o0

s (|ldiv bu(t, )30y dt

St~

0

K T
el a
< lim inf izrk (1Evs,00(0n) trs ) = YilFa)) + 5 / Tt (1Dba(t, )2y )
k=2 0

T T
45 [T (10btt Eay) dt+ ] [T (bt ) Eay) dt
0 0

= liminf Fy(b,) = inf Fy(b).

n—00 bGSad,at

w\m
o2

Thus, the infimum is attained and F; has a minimum in S,q g, .
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5. Unique flow and measure solutions for
Lipschitz regular vector fields

In the previous chapters, we have presented existence and uniqueness of solutions to the
transport equation

Oyu + div(bu) — udiv(b) = 0 in (0,7] x Q, (5.1)
u(0,) = ugp in €,

with vector fields b € L>((0,T) x Q)Y N L1((0,T), BVo(2))V, divb € L*((0,T), L>(£)) and
initial value ug € L*°(Q2). In addition, we showed improved stability results for the solution

operator
S ¢ (ug, b) = S(ug,b) € C([0,T], LP())

and the existence of some minima of the reduced objective functions Fj, i € {1,...,4} and
Fjo, j = 1,2 with control-to-state operator Ly, restricted to some admissible set. In the
following we will abbreviate the notation for the control-to-state operator L, to L if it is
clear which initial value ug is used for the transport equation.

In this chapter, our focus lies on the unique flows and measure solutions for vector fields
with Lipschitz regularity in the spatial domain. These concepts will be needed for proving
differentiability properties of the control-to-state operator L, for some fixed initial value ug
and the tracking part of the reduced objective functions in the successive chapter. We start
with some considerations to substantiate the necessity of these concepts.

For two vector fields b and b + db with initial value ug the difference of the corresponding
unique solutions @ = L(b) and u = L(b + db), respectively, satisfies

(u—1)) — (u—a)div(b) + div(dbu) — udiv(db)

) + div(dbi) — @ div(db)

D> O

+ div(db(u — @) — (u — @) div(db).

For differentiability, we need a linear approximation of the control-to-state operator at a given
vector field b. The above equation yields a hint that such a linear approximation has to be
the solution operator of the following inhomogeneous transport equation:

ot + div(l;(a)) — ﬁdiv(i)) + div(dbt) — 4 div(db) =0 in (0,7) x (5.2)
@(0,)=0  inQ, '

where @ denotes the solution to the vector field db. A crucial point in the equation is the
term div(dba). Together with the term @ div(db) it forms the inhomogeneous part of the
equation. If div(dbi) would be a function of a Lebesgue space, we could extend the existence
and uniqueness statements about weak solutions of the homogeneous transport equation to
the inhomogeneous case. As we are interested in a preferably general setting, we assume that
the term div(dba) represents a measure. Since this requirement must hold for arbitrary vector
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5. Unique flow and measure solutions for Lipschitz regular vector fields

fields db, i.e. in particular for vector fields whose components are all zero except of one, we
can conclude that dbi(t,-) and thus also 4(t,-) must be elements of BV (Q) for almost all
t € (0,7). As @ represents a solution of the transport equation, we need requirements leading
to solutions having BV-regularity in space. A first requirement is given by Colombini, Luo
and Rauch in [CLRO04] showing that BV-regularity is not propagated in general for vector
fields having less than Lipschitz regularity in space. In [Chell, CL11], it is proven that
initial BV -regular data is preserved under C'-regular vector fields in the spatial domain. We
will extend these results to vector fields with spatial Lipschitz regularity in the first section
of this chapter. Under this assumption the term div(dba) will be a measure and since the
term @ div(db) lies in L'((0,T), L>=(f2)), the inhomogeneous part of (5.2) will be given by a
measure. Consequently, the equations (5.2) describe an inhomogeneous continuity equation
whose solutions have measure regularity in space. In the second section, we will have a closer
look on such equations and we will present standard theory about existence and uniqueness
of measure solutions. As we will see spatial Lipschitz regularity of the corresponding vector
field is sufficient to guarantee uniqueness of solutions. Based on these sections we will be able
to show some differentiability results of the control-to-state operator as well as of the tracking
term of the objective functions in the subsequent chapter.

5.1. Transport equation with Lipschitz regular vector fields

In this section, we present the extension of some results given by Chen and Lorenz in [Chell,
CL11]. In this and the following chapters, we consider bounded, convex, open subsets 2 C RN
with Lipschitz boundary 9€2. For such domains Proposition 2.13 in [AFP00] yields that

W (Q) ~ Lip(Q).

As a reminder, Lip(€2) denotes the Banach space of Lipschitz functions with Lipschitz constant

L(f) := sup 1) = )] < oo for f € Lip(Q)
x,yiﬁ, |z =y
a#y

and norm |[fll ;) = [Ifllo@) + L(f). For the Lipschitz constant L(f) of f € Lip(€2),
Proposition 2.13 in [AFPO0] yields that L(f) = [[Vf|[ e (q. Additionally, we define the
subspace

Lipg(Q) :={f € Lip(Q)| f =0 on 0Q}.
In this section, we consider vector fields b lying in L>((0,7) x Q) N L((0,T), Lipo(22))V.
These assumptions are weaker than the assumptions on vector fields required by Chen and
Lorenz in [Chell, CL11], in particular with respect to two essential points:

(i) In [Chell, CL11] a fixed Lipschitz constant for almost all ¢ € (0,7 is required, which
is not the case in our assumptions.

(ii) Chen and Lorenz require b(t,-) € H(:])”UMU(Q)2 — C1(Q)? for almost all ¢ € (0,T), which
is obviously stronger than spatial Lipschitz regularity in our case.

We will show that all results in [Chell, CL11] about spatial BV-regularity of solutions to
the transport equation with BV -regular initial value ug at time points ¢ € (0,7") remain true
under our weaker assumptions on the vector fields. In addition, the representation of solutions
as the composition of initial values and unique flows of the vector fields will also hold true for
our assumptions.
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5.1.1. The unique flow of Lipschitz regular vector fields

Regular vector fields are strongly connected via a certain ordinary differential equation to the
so-called flow of the vector field. The flow is a uniquely defined vector field given by the family
of unique trajectories of spatial points x € € satisfying an ODE with the vector fields as right
hand sides. Therefore, we start with the forward Carathéodory equation for s € [0,7T") and
x €

and the corresponding backward Carathéodory equation for s € (0,7] and = € 2

%7@) = b(t,y(t)) in (0,5), (5.5)

yielding unique trajectories on which the definition of the flow is based. The utility of the
flow will be revealed in the next subsection: any solution of the transport equation can be
represented as the composition of the initial value with some backward flow.

Definition 5.1.1 (Solutions of the Carathéodory equations) A function
v:[s,T] = RN

is called a solution of (5.3)-(5.4) if it is absolutely continuous on [s,T]| with v(s) = x and
satisfies (5.3) for almost all t € (s,T). Analogously, a function

v:[0,s] = RN

is called a solution of (5.5)-(5.6) if it is absolutely continuous on [0,s] with v(s) = x and
satisfies (5.5) for almost allt € (0,s).

For the Carathéodory equations (5.3)-(5.4) and (5.5)-(5.6) we have the following result, which
is an extension of Theorem 3.1 in [Chell] (Theorem 1 in [CL11]).

Theorem 5.1.2 Let b € L'((0,T), Lipo(Q))N. Then for all s € [0,T) and x € Q, there evists
a unique solution v € C([s,T]) of (5.3)-(5.4) given by

t

v(t) =z + /b(’7'7’y(7')) dr. (5.7)

S

Furthermore, v(t) € Q for all t € [s,T]. Similarly, for all s € (0,T] and x € Q, there exists a
unique solution v € C([0, s]) of (5.5)-(5.6) given by

s

v(t) =z — /b(T,’y(T)) dr. (5.8)

t
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5. Unique flow and measure solutions for Lipschitz regular vector fields

We will split the proof into several lemmas. Since the backward problem can be transformed
into a forward problem via t — s — t, we only have to show the forward problem. In the
following we will extend our vector field in the spatial domain to the entire RV:

e b i 59

if (t,z) € (s,7) x RM\Q "

Then, b(t,-) € C(RY) for almost all ¢t € (s,T) and b € L'((0,T), Lip(RN)) with L(b(t,-)) =
L(b(t,-)) for almost all ¢t € (s,T).

Lemma 5.1.3 For all x € RN the Carathéodory equation (5.3) has a unique solution vy, €
C([s,T)) given by (5.7).

Proof: The vector field b satisfies the Carathéodory conditions in Chapter 1 in [Fil88]:
(i) the function b is defined and continuous in x for almost all ,
(ii) the function b is measurable in ¢ for all 2 and
(iii) there exists a function o € L1(0,T) such that
B(t, 2)] < a(t)
for all x and for almost all ¢.

Point (iii) is obviously satisfied if we take «(t) = Hg(t, ')HC(RN)'
1 and Theorem 2 in Chapter 1 in [Fil88] to obtain the result.

Hence, we can use Theorem

O

Lemma 5.1.4 Let v, be the solution of (5.3)-(5.4) with initial value = € RN. Then, for
z,y € RN
72 (t) = ()] < Cle =yl

where
O = JiL(b(r))dr

Proof: We have the estimate

et — ()] < |z -yl + / L(b(r. )) Pya(r) — 7 (r)] dr-

S

Then, Gronwall’s lemma 2.2.4 yields the result.

Lemma 5.1.5 If x € RV\Q, then the unique solution v, is given by

Yz(t) = Vte[s,T).
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5.1. Transport equation with Lipschitz regular vector fields

Proof: We first take z € R™V\Q. Then, there exists some 7, > 0 such that B, (z)NQ = (.
Hence, since 7, is continuous, there exists a t, € (s,T) such that ~,(t) € B, (z) for all
t € [s,ty]. Since v, ({x}) C [s,T] is closed, there exists a maximal t% € [s,T] such that
v (t) = x for all t € [s,t%]. We assume that ¢t < T. Then there exists a ¢ > t* such that

|72 (t) — v2(th)] < 72 for all t < t.

Thus, b(t,7,(t)) = 0 for all t < ¢t. For ¢ € (¢t%,t] we have

t

Ye(t) =z + /b(T,’y(T)) dr ==z

12

since the integrand is zero. Hence, this is a contradiction to our assumption that ¢}, is maximal.
Thus, t% = T. For x € 09 we take a sequence (z,,) C RV\Q which converges to z. Then,
Lemma 5.1.4 yields that for all ¢ € [s,T] va, (t) = 72(t) as n — oo. Hence, we have

T = Ty = Ya, (1) = 72(1).

Thus, -, is constant.

Lemma 5.1.6 For x € Q the solution ~y, satisfies v,(t) € Q for all t € [s,T].

Proof: Assume that there is some ty € (s, T] such that v,(to) € RN\Q. Then, we define
the vector field b € L((0,ty — s), Lip(RY)) in the following way:

b(t,z) := —b(to — t, )

for almost all t € (0,#p—s) and for allz € R”. Then Lemma 5.1.3 yields that the Carathéodory
equation with vector field b has a unique solution 7 for the point v,(ty) € RV\Q. Furthermore,
using Lemma 5.1.5, we obtain that 4 is constant. Now, we define

to—t

w(t) = (to — 1) = 7a(s) + / b(r () dr, € [0t — 8],

S

Then, w € C([0,ty — s]) is absolutely continuous and w(0) = 7, (tp) and w(ty — ) = Y(s) #
vz(to) = w(0). Furthermore, we obtain:

d -
%w(t) = —b(tog — t,vz(to — t)) = —=b(to — t,w(t)) = b(t,w(t))
for almost all ¢ € (0,t9 — s). Thus, w is also a solution of the Carathéodory equation with
initial value 7, (t9), but is not constant. Hence, this is a contradiction to the uniqueness of
solutions and our assumption at the beginning of the proof is wrong.

O
The proof of Theorem 5.1.2 directly arises from Lemmas 5.1.3 - 5.1.6. Now, Theorem 5.1.2
enables us to define the flow of a vector field b.
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5. Unique flow and measure solutions for Lipschitz regular vector fields

Definition 5.1.7 (Flow of vector field) Let b € L'((0,T), Lipo(Q))N. Then for x € Q
and s € [0,T] we set
X(t,s,x) = v5(t) in [0,T]

where v, denotes the unique solution of the Carathéodory equation
(i) (5.3)-(5.4) with initial value x fort > s and
(ii) (5.5)-(5.6) with final value x fort < s.

We call X the flow of the vector field b in [0,T].

Obviously, the flow X (-, s,-) satisfies

WX (t,s,x) =b(t, X (t,s,x)) on (0,T) x Q

5.10
X(s,8,2) =z, in Q. (5.10)

and we obtain the following properties:
Theorem 5.1.8 (i) The map X(t,s,-) : Q — Q is bijective for all t,s € [0,T].
(ii) The flow X (t,s,-) € Lip(Q)N for all t,s € [0,T] and the derivative DX (t, s, ) satisfies

max(s,t) )
|DX(t’ S, [L‘)| < efmi“<5»t) L(b(r,))dr

if it exists.
(iii) The map X (-, s,x) is absolutely continuous for all x € Q and s € [0,T].

(iv) The flow satisfies a semi-group property, i.e for to,t1,ta € [0,T] and for all x € Q we
have
X (ta, to, x) = X(to, t1, X (t1,t0,x)).

(v) The flow X (t,-,-) satisfies the transport equation for all t € [0,T], i.e.
0s X (t,s,x) + DX (t,s,x)b(s,x) =0 in (0,T) x Q.
Proof:
(i) The map X (t, s, ) is surjective since for all x € €2 there exists a solution
vz € C([min(¢, s), max(t, s)])

of the Carathéodory equations with initial/end value x at time point ¢ and end/initial
value 7,(s) at time point s (in the cases t < s and t > s). Then X(¢,s,7,(s)) = z. It
is injective due to the uniqueness of the forward equation if ¢ > s and of the backward
equation if ¢ < s.

(ii) The result is shown in Lemma 5.1.4.
(iii) Since X (-, s, ) is a solution of some Carathéodory equation, it is absolutely continuous.

(iv) This statement follows from the uniqueness and surjectivity of solutions of the forward
and backward equations.
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5.1. Transport equation with Lipschitz regular vector fields

(v) Using (iv) and setting y = X(¢,s,2) as well as ¢ = X(s,t,y), we have that y =
X(t,s,X(s,t,y)) for all s € [0,T]. Hence, we obtain:
d 0 0
0= %y - 5X(t,S,X(S,t, y)) + DX(t737X(37t7 y))an(s,t,y)

_ gX(t, 5. X (5.:4.9)) + DX (L5, X (5.1, 9))b(s, X (5.1, 1))

S

= gX(t, s,x) + DX (t,s,z)b(s,x).

O
Before we finish this subsection, we show two further statements which will be helpful in chap-
ter 6 for proving differentiability.

Lemma 5.1.9 Let (b,) C L'((0,T), Lipo(Q))™ such that

T

Sup/IL(bn(t,-)) dt < oo
nG]NO

and
bp = b in LY(0,7),C(Q)Y asn— oo

for some b€ LY((0,T), Lipo(Q))N. Then for any s € [0,T],
Xo(-y8,) = X(+,5,-) inC0,T) x DN  asn — co.

Proof: We estimate for s <t

| Xn(t,s,z) — X(t,s,2)| < /\bn(T, Xn(7,8,2)) — by (1, X(7,8,2))| dr
+/|bn(T,X(T,S,:C))b(T,X(T,s,:U)) dr
<

L(bn(7,-)) | Xn(t,s,z) — X(7,s,2)| dr

+ [ 1o, ) = by dr

Ot — Y~

Using Gronwall’s lemma, we have for s <t

T
t
|Xn(t7 va) - X(t> S, .T)‘ < efs IL(bn(T’.))dT/ an(7_7 ) - b<7—7 )”C’(Q)N dr
0

T
sc/mmnwwmwmme
0
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5. Unique flow and measure solutions for Lipschitz regular vector fields

for some C' > 0. The same can be estimated for ¢t < s. Thus, we have
[ Xn(,8,) = X585 ) leorxayy < Cllbn = bl 1o,m),c)y =0 asn — oo.
O
The last lemma in this subsection shows that the flows are continuously differentiable if the

vector fields have C'-regularity in the spatial variable. This statement will be needed to show
some differentiability result in the successive chapter 6.

Lemma 5.1.10 Let b € L'((0,T),Co(2) N CYH(Q))N. Then, the unique flow X (-, s,-) is an
element of LY((0,T), CY(Q)N for any s € [0,T] and the derivative is given by

t
D X(t,s,z) =Idyxn + /Dxb(r,X(r,s,x))DxX(r,s,a:) dr.

In addition, if (b,) C L*((0,T),Co(2) N CL(Q))N is a sequence such that
bp — b in L*((0,T),Co(Q) nCHQ)N  asn — oo,
then Dy Xy (-, 8,-) = DX (-ys,-) in LY((0,T), C(Q))YN*N for any s € [0, 7).
Proof: We consider for z € Q, s € [0,7] and e € $V~! the ordinary differential equation

Oywe(t, s,x) = Dyb(t, X (t, s, x))0we(t, s, x) in (0,7),

we(s, s,z) = e. (5.11)

Then, Theorems 5.1, 5.2 and 5.3 in [Hal80] yield that there exists a unique solution of (5.11)
given by

t
we(t,s,z) = e+ /ow(r,X(r,s,a;))we(r,s,a;) dr.

Now, in section 1.3 in [Cri07], it is proven that

X(t,s,x+ he) — X(t,s,z)
h

— we(t,s,x) ash — 0,

ie. Dy X(t,s,x)e = we(t,s,x). Thus, we conclude
t
D, X(t,s,z) =Idyxn + /Dmb(r, X(r,s,x))Dy X (r,s,x) dr.
S

Furthermore, for all s,t € [0,T], D, X(t,s,-) € C(Q) due to the following argument: for
z,y €  we have

t
‘D$X(t737x) - DCCX(t’Svy)‘ S /‘D:J)(T’,X(T’, va)) - DCCb(nX(TvS’y))‘ ‘DCFX(T‘)S?[B)‘ dT’
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5.1. Transport equation with Lipschitz regular vector fields

t
+/|Dxb(r,X(r,s,y))| Dy X (r,5,2) — DuX(r,5,7)| dr
t
<c / |Dab(r, X (r,5,)) — Dyb(r, X (r, 5,))| dr

t
+/\|Dxb(r,-)|]C(Q)NxNDIX(T,S,J:)DxX(T,s,y)| dr

since Dz X (-, s,x) is continuous in [0, 7] and thus, there exists a C' > 0 such that

max |DyX(r,s,z))| < C.
rel0,T)

Applying Gronwall’s lemma yields

|D:L"X(ta S,ZU) - D:EX(tv S7y)’

t
t
< C/ ‘D:cb(ﬁ X(Tv S, .’L’)) - D$b(7’, X(Tv S, y))| drefs HDIb(TV)HC(Q)NXNdT.
S
Since Db and X are continuous in the spatial variable, we immediately obtain that D, X (¢, s, -)
is continuous in €). In a similar way, we obtain that
D25,y < Ol 1P KO Metmpvencts (.12

is valid for any ¢ € [0,T], i.e. D,X(-s,-) € L*(0,7),C(Q)V*N. Now, for a sequence
b, C LY((0,T),Co(2) N CH(2))Y being convergent to b we have

||Daan(t7 S, ) - DfEX(t’ &) .)HC(Q)NXN

t
< Cl / HD;rbn(T, ) - Dg;b(T’, .)HC(Q)NXN dr

t
+/”Dzbn(7°a‘)HC(Q)NxN | Dx X0 (r,s,-) —DxX(T‘,s,-)HC(Q)NXN dr

for some C7 > 0. Gronwall’s lemma then yields
t
HDxXn(ta S, ) - DxX(t, S, ')HC(Q)NXN < C~(/ HDxbn(T, ) - ow(ﬁ ')HC(Q)NXN dr

for some C' > 0 due to the boundedness of (b,) in L'((0,T),Co(2) N C1(Q))N. Thus, since
(bn) converges to b, Dy X, (t,s,-) — Dy X(t,s,-) in C(Q)N*N. Then, using estimate (5.12) and
applying Lebesgue’s dominated convergence theorem yields that D, X, (-, s,-) = D, X(-,s,")
in L*((0,T),C(Q)N*N,

U
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5. Unique flow and measure solutions for Lipschitz regular vector fields

5.1.2. Solutions of transport equations with Lipschitz regular vector fields

As mentioned at the beginning of the section, we consider weak solutions of the transport
equation

Oyu + div(bu) —udiv(b) =0 in (0,7) x

u(0,) =up in Q (5.13)

in the case b € LY((0,T), Lipo(2))N N L>®((0,T) x Q) and ug € L>(Q) N BV (). We will
show that (5.13) possesses a unique solution v € C([0,T], BV (2) — w*), which is a slightly
better result than the one in [Chell, CL11], since C([0,T], BV (Q)—w*) C L*>((0,T), BV (Q)).
Most of the proofs are based on the corresponding proofs in [Chell, CL11] and are extended
by additional technical steps needed for the weaker assumptions. We start with a statement
that Lipschitz regularity is preserved if the initial value owns this regularity. The result will
be needed for the duality relations in chapter 7.

Theorem 5.1.11 Let ug € C(2) and b € L*((0,T), Lipo(Q2))N N L>2((0,T) x Q)N. Then the
transport equation (5.13) has a unique solution u € C([0,T] x Q) given by

u(t,z) := up(X(0,t,z)) for (t,z) € [0,T] x Q, (5.14)
where X denotes the flow of b. Furthermore, if ugp € Lip(Q2), then u(t,-) € Lip(QY) for all
t € [0,T] with Lipschitz constant

L(u(t, ) < L(ug)elo LO))dr
and u(-, x) is absolutely continuous for all z € €.

Proof: Let ug € Lip(Q2). By Definition 5.1.7 and Theorem 5.1.8, there exists a unique flow
X for the vector field b. Then, the composition v = ug(X(0,-,)) is Lipschitz continuous in
x for all t € [0,T] as a composition of Lipschitz functions and absolutely continuous in ¢ for
all z € ) as a composition of a Lipschitz and an absolutely continuous function. The bound
for the Lipschitz constant follows from point (ii) in Theorem 5.1.8. We obtain for u and for
almost all ¢t € (0,7) and for almost all z € Q:

Oru(t, ) + div(b(t, x)u(t, x)) — u(t,z) div(b(t, z)) = Opu(t, z) + b(t, x) - Vu(t, z)
= Vuo(X(0,t,2)) - 0:X(0,t,z) + Vue(X(0,t,z)) - (DX(0,t,z)b(t, z))
= Vuo(X(0,t,2)) - (0;X(0,t,2) + DX(0,t,2)b(t, z))

= 0.

Thus, u is a solution of (5.13). Due to Theorem 3.1.26 and Theorem 3.1.9, the solution w is
unique. Now, let up € C(Q) and let (up,) C Lip(€2) be a sequence being convergent to ug in
C(€2). Denote u,, the unique solution of (5.13) with initial value ug,. Then, we have

10,0 (X (0, -, +)) — uo (X (0, -, '))”c([o,T}xQ) -0

as n — oo. Furthermore, we obtain

://ugm ) (O +b- Vo + @divb) da:dt—i—/uo,ngo(o, -) dx
0 Q
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5.1. Transport equation with Lipschitz regular vector fields

T
—>//uo(X(O,-,-))(0t<p+b-Vgo+g0divb) dazdt+/uog0(0,-) da
0 Q Q

as n — oo. Thus, the function w defined by wu(t,-) := up(X(0,¢,-)) for all ¢ € [0,7] lies in
C([0,T] x Q) and is a solution of (5.13). Since b has the renormalization property, v is unique.

O
The next theorem is an extenuated version of Theorem 3.3 in [Chell] (Theorem 3 in [CL11]).
The statement of the theorem will be needed in the proof of the main statement. In the
theorem, the function p is the standard mollifier.

Theorem 5.1.12 Let ug € BV () and let ¢ : Q — Q be bijective and Lipschitz continuous

with Lipschitz continuous inverse ¢~'. Then the composition (ug * pz) o @ converges to ug o @

in the weak*-topology of BV (Q) as e — 0.
For the proof we will use the Hadamard inequality which is proven in Corollary 7.8.2 in [HJ90).

Lemma 5.1.13 (Hadamard inequality) Let A € RY*N. Then

N N % N N %
det Al < T [ D 144 and |det A] < H(Z\Aijﬁ) .

=1 \j=1 j=1 \i=1

Proof: We start with the L'-convergence:
/ (o % p2) () — wolip(2))]| dx = / o * pe(y) — un(y)] |det (Vo ()] dy
Q Q

< Jluo * pe — ol g [|det (V™) || oo @ -

If L= HVgp JNXN then using the Hadamard inequality, we obtain that

_lHLoo(Q

N
2

Hdet(ch_ < Nz2LN.

Moy

Thus, we have the convergence of (ug * p.) o ¢ to ug o ¢ in L'(Q2). Due to Theorem 3.16 and
Theorem 2.2 in [AFP00] we have

190 # e 0 )L™ |y = V(w0 pe) () £V () < L™V [V (ug # ) £V] ()
< Ly )Y Vuol () = L™ ) [ Vuo | ey -
Thus, up * ps © ¢ is bounded in BV (2) and Proposition 3.13 in [AFPO00] yields that
U * Pe 0@ — ug o in BV (Q)

as e — 0.

[l
The following lemma resembles Lemma 3.2 in [Chell] (Lemma 1 in [CL11]) but the assump-
tions are slightly weaker and the statement is slightly different. Since in [Chell, CL11], there
is no proof given, we present a short proof of the lemma.
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5. Unique flow and measure solutions for Lipschitz regular vector fields

Lemma 5.1.14 Let ug € BV (2) N L>®(Q), ¢ € C([0,T] x Q) such that ¢(t,-) and o~ 1(¢,")
are Lipschitz continuous and bijective functions in Q for every t € [0,T] with

L(e~(t,-)) <C  forallte0,T)]
and for some C' > 0. Then u., defined by
we(t, @) = (uo % p)(p(t,2)) ¥ (L) € [0,7] x €
lies in C([0,T], BV(Q2) — w™*).

Proof: We first show L!-convergence. For t,s € [0,T], we have ¢(t,x) — (s, z) for all
x € Qast— s. Since up * p. € C(2), we have that

ue(t, ) = ug * pe(@(t, z)) = ugp * p=(p(s,x)) = ue(s,x) ast—s
for all z € 2. Furthermore,
[uo * pe(p(t, 2))| < [luo * pell ooy < lluoll Lo

and hence, Lebesgue’s dominated convergence theorem yields that u.(t,-) — uc(s,-) in L}(Q)
as t — s. By the statement before Corollary 3.19 in [AFPO00] and using Theorem 3.16 in
[AFPO00] we have that

|V (uo * pe(ep(t, LN | < L™ (8, )V [V (w0 # po)| ((t, )
and thus

9 (o * peolt, DL | gy = V(w0 peot MLV ()
<Nl }V(uo * pa),CN‘ Q) = cN-1 HV(UQ * pE)ENHM(Q)N
for all t € [0,7]. Then, Proposition 3.13 in [AFP00] yields the statement of the lemma.
O
The following result is the main extended statement of the results (Theorem 3.4 or Theorem
4) given in [Chell, CL11] with stricter assumptions: it states that the composition of a unique

flow X with an initial function ug € BV (Q2)NL>*(Q) is a weak solution and the BV -regularity
in the spatial domain is preserved.

Theorem 5.1.15 Let b € L'((0,T), Lipo(2))N 0 L>=((0,T) x Q)N and let ug € BV(Q) N
L>®(Q). Then, there exists a unique weak solution of (5.13) given by

u(t, ) = uo(X(0,t,)),

which lies in C([0,T], BV (Q) — w*). Furthermore, the sequence (ug * p:(X(0,-,+)) converges
tow in C([0,T], BV (2) —w*) as e — 0.

Proof: For b € L'((0,T), Lipo(Q2))Y, we have that fOTIL(b(t, 1)) dt < oo and using point
(iii) in Theorem 5.1.8 we obtain that

L(X(t5,)) = | DX (t, 5, )| ooy < e BOONI < ol LoD < o,
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5.1. Transport equation with Lipschitz regular vector fields

Due to Theorem 5.1.12, we know that
ug * po(X(0,t,-)) = ug(X(0,£,-))  in BV(Q)

for all ¢ € [0, 7] and thus [lug * p<(X (0,2, ))|| gy () is bounded. The bound holds uniformly in
t: as in the proof of the previous lemma, we have that

|uo * pe(X (0,8, 2))| < [Juol oo 0 (5.15)

for almost all z € Q and thus [[ug * p<(X(0,%,-))[[ 1) < ¢|[toll oo (q) for some ¢ > 0. Further-
more, the previous proof yields that

|V (o * 1= (X (0, ¢, .)))ENHM(Q)N < CN7H|V (ug * pe)[,NHM(Q)N (5.16)

with
e ef() ))dT

Hence, we obtain in total that

o o= (X 0,1, vy < €loll ey + C¥ IV (w0 % )

< clluo|l oo () + CN_ISI;E’ [uo * pell gy ) =2 D < o0
13

for all t € [0,7] and for all € > 0. Now, as b has the renormalization property, there exists a
unique weak solution @ € C([0,T], L*°(2) — w*) of the transport equation with vector field b
and initial value ug lying in C([0, T], L?(Q2)). Then, as ug * p:(X (0, -, -)) is the unique solution
of the transport equation with initial data ug * p. and vector field b, we apply Theorem 3.2.4
and obtain
a(t,-) < u=* p(X(0,t,-)) = u(t,-) in L'(Q) ase =0

for all t € [0,T]. Thus, @ = u. It remains to show that u € C([0,T], BV () — w*) and that
u * ps(X(0,-,-)) converges to u in C([0,T], BV(R2) — w*). If (u.) C C([0,T], BV(2) — w*)
is equicontinuous, then Arzela-Ascoli yields the missing statements since u.(t, ) is uniformly
bounded in ¢ € [0, 7] and € > 0. Now, we have that

[[uo * pe(X(0,2,-)) — uo * pe(X(0,5,-)l L1 (0

// |pe(2) (uo (X (0,t,2) — 2) —up(X(0,s,2) — 2))| dzdx

Q RN

< /vpa(z)Q/\(uo(X(O,t,x)—z)—uo(X(O,s,:L‘)—z))] dwd

< / pa(z) dz ”(UO(X(Oatﬂ )) - UO(X(07 S, )))HLl(Q)
RN
= Hu(ta ) - u(37 )HLl(Q) —0 ast—s.

In addition, let ¢ € Cp(R2) and (p,) C C(2) such that ¢, — ¢ in Cy(2). Then, for all 6 > 0
there exists some N(4) € N such that

len = ello@ D <

Wl >
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5. Unique flow and measure solutions for Lipschitz regular vector fields

for all n > N(§). Now, taking N(9), we obtain that there exists some (N (§)) > 0 such that
for all t € [0,T] with [t — s| < v(N()))

Hle (*ON((;)HLOO(Q) ||u(tu ) - U(S, )HLl( Q) <

W\Oﬂ

Finally, we conclude for N(§) and |t — s| < (N (9))

[(V(uo * pe(X(0,2,-))) = V(ug * pe(X(0,5,-))), )|
< ‘<v Ug * pE(X( 7t7')))a90 - @N(6)>‘ + ‘<V(u0 * pE(X(O,S, ')))a‘pN(é) - 90>‘
+ \(V (uo * p=(X(0,1,-))) — V(uo * p(X(0,5,-))), on(s))|
4]

<5 [ o pe(X(0.1,2)) = o po(X(0,5.2))) div oo ()] o+ 3
Q

o ) 5
=g+ HleSON((S)HLoo(Q) lu(t,-) = u(s, ) piay + 5 < 5

Thus, (u * pe) is equicontinuous in C([0, 7], BV (2) — w*) and Arzela-Ascoli yields that there
exists a subsequence converging to some w € C([0,T], BV(2) — w*). Obviously, v = w and
via an argument by contradiction we can show that the whole sequence converges to u in
C([0,T], BV(92) — w™).

O

Remark 5.1.16 The estimates (5.15) and (5.16) in the above proof together with Theorem
2.2 in [AFP00] shows that a solution u € C([0,T], BV (2) — w*) of the transport equation is
bounded at any time point t € [0,T] with respect to the BV -norm in the following way:

Ju(t, Y ey < Hmint ug # pe(X(0,£,) | v o)
< elluoll ooy + CN T w0l gy < oo
where C = efOT L )dr gnd ¢ .= |2].

With this proof, the extension of results of Chen and Lorenz ends. So far we showed that
spatial Lipschitz regularity of vector fields preserves initial BV -regularity for time points
t > 0. Now we turn to the general inhomogeneous continuity equation since we indicated
the solution operator of this kind of equation as the possible derivative of our control-to-state
operator L, .

5.2. Measure solutions of the inhomogeneous continuity equation

In this section, we have a closer look on the general inhomogeneous continuity equation
Op + div(bu) + gu+ f =0 in (0,7) x £,
§(0,) =po o 0

and we present well-known results on existence and uniqueness in the setting of measure valued
solutions. Furthermore, we give a stability result for the solution operator of this equation in
the second subsection. In the subsequent chapter we will show that the Fréchet derivative of
the control-to-state operator L,, is given by the solution operator of some special case of the
above continuity equation.
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5.2. Measure solutions of the inhomogeneous continuity equation

5.2.1. Existence and uniqueness of measure solutions

We start this subsection with some considerations and introductions. In the upcoming parts,
we will consider vector fields

be VP = {be L’((0,T), Lipo(Q))N N L®((0,T) x WN| divb € L*((0,T), Lip())}
forp>1or
be VP = {b e LP((0,T), Wy ()N | divb e L((0,T), C(Q))} .
for p > 1 and ¢ > N. In this case,
whi(Q) — C(Q).

Furthermore, we will be confronted with products of continuous functions g € C(Q) with
Radon measures w € M(2). These products can be seen as Radon measures in M(f2),
defined as linear functionals on the space Cp(£2):

gw : Ch(Q) = R, f— /f(x)g(a:) dw(x).
Q

For the measure norm of gw we obtain:

(9w, F)l = Kw, 9N < 9fllc@y 1ol me) < 1 llew@) 19lle@) 1ol v

and hence, taking the supremum over the set {f € Co(Q)| || fllc(q) < 1} yields

||9°J||M(Q) < ||9||C(Q) ||W||M(Q)-

As the last consideration, we have a closer look on the Radon measures b - Vu and Div(bu) —
udiv b for functions u € BV () and b € Wol’q(Q)N. These measures are equal: for ¢ € C2°(2),
using the product rule for Sobolev functions (e.g. Theorem 5.18 in [Dob10]), we obtain

(Div(bu) — udiv(b) LY, @) = /gp(x) dDiv(bu)(z) — /gp(x)u(x) div(b(z)) dx
Q

() + ¢(z) div(b(z)) dx

u(z)(Ve(z) -
(5.17)
(

b
u(z) div(p(a)b(z)) dz = / p(@)b(z) - d(Vu)(x)
Q

Q
~J
~J
= (b-Vu,¢).

Hence, the measures coincide on a dense subset as linear operators on Cy(€2) and thus are
equal.
Now, we consider general inhomogeneous continuity equations of the form

O + div(bu) + gu+ f =0 in (0,7) x Q,
1(0,) =po onQ,
where g € M(Q), g € L((0,T), Lip(Q)) and f € L((0,T), M(Q)).

(5.18)
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5. Unique flow and measure solutions for Lipschitz regular vector fields

Definition 5.2.1 A function p € C([0,T], M(2) — w™*) is a weak measure solution of (5.18)
if the equation

/T/(c’)ﬁerb'Vso—g@) d,u,(t,-)(:z:)dt—/T/sp df (t,)(z)dt = —/80(0, ) dpo(z)
0 Q 0 O

Q
holds for all p € C(]0,T) x ).
We will start with the homogeneous case for vector fields b € VP with p > 1 and look for
existence and uniqueness of weak measure solutions. For the uniqueness part in the proof we

need the following auxiliary lemma.
Lemma 5.2.2 Let m € N, 1 <p < oo and g € LP((0,T), Lipo(2)).
(i) There exists a sequence (g,) C C*°((0,T),CJ*(2)) such that
gn =g in LP((0,T),C(Q))
and <f0T]L(gn(t, )P dt) is bounded.

(ii) If g € LP((0,T), Lipo(2))N with divg € L*((0,T), Lip(SY)), then there exists a sequence
(gn) C C°°((0,T),Cy ()N such that (fOTIL(gn(t, )P dt) is bounded,

gn =g in LP((0,T7),C(Q)N and divg, — divg in L'((0,T),C(Q)).

Proof: The proof can be found in the appendix.

Theorem 5.2.3 (Existence and uniqueness for the homogeneous continuity equation)
Let pp € M(Q), g € L*((0,T), Lip(Q)), f = 0 and b € V1. Then there exists a unique weak
measure solution p € C([0,T], M(Q) —w*) of (5.18), given by

ult, ) = no(X (0,1, )¢ o 9o X (s (5.19)

in an explicit form as well as in implicit form
t
(e ) = mo(X(0,8,) — [ (gm)(s. X (s.2.1)) ds (5.20)
0

for all t €10, 7).

Remark 5.2.4 The form of the homogeneous solution in (5.19) is consistent with the form
of the solutions in Theorem 5.1.15 and Theorem 5.1.11: for some vector field

be L'((0,T), Lipo(Q)N N L=((0,T) x QN
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5.2. Measure solutions of the inhomogeneous continuity equation

and some initial value ug € BV (2) N L>°(Q), Theorem 5.1.15 yields that the unique solution
u of (5.13) has the form

u(t,z) = ug(X(0,t,2)) for (t,z) € (0,T) x Q.

If we additionally assume that divb € L'((0,T), Lip(Q)) holds, i.e. b € V!, Theorem 5.2.3
yields that uwLY is also unique among all measure solutions of (5.18) with g = —divb, f =0
and initial value pg = uoLN. On the other hand, if we constider the initial measure g = up LN,
the above theorem yields that the unique measure solution of (5.18) with g = —divb, f =0 is
given by

U(ta ) _ /«‘O(X(Oa t, ))efot divb(s,X(s,t,-))ds _ UO(X(O, ¢, -)),CN(X(O, t, ))efg divb(s,X(s,t,.))ds.
That means,
UO(X(Ov t, ))‘CN = u(t7 )'CN = M(t, ) = UO(X(Ov t, ))‘CN(X(Ov t, ))efot divb(s,X (s,t,-))ds

which leads to )
N — EN(X(O, t, .))efo div b(s,X (s,t,"))ds (521)

for allt € [0,T] due to the arbitrariness of ug.

The proof of Theorem 5.2.3 is based on the proof of Proposition 3.6 in [Man07] where the
statement is proven for similar assumptions.

Proof: We start with the statement about existence. As test functions we choose ¢ €
C([0,T)) and ¢ € C°(Q). Any arbitrary test function & € C2°([0,T") x Q) can be approxi-
mated by sums of products of such test functions. Therefore, it suffices to restrict to such test
functions. As our first step we show that the map ¢ — (u(t), ) with p given by the explicit
formula is an element of W'1((0,7)), i.e. that the mapping is absolutely continuous. For
disjoint subintervals (s;,¢;) C [0,7] with ¢ € {1,...,k} and k € N we obtain that

k g b
D (X (ti,0,2)) — @(X (54,0, ) Z/|w (r,0,z)) - 0,X (r,0,z)| dr

=1

(5.22)
<I¥elewy [ Il dr
U; (sists)
Since
t
/ngstm ) ds </||g Moy ds=: A (5.23)
0

for all x € Q, t € [0,T] and z — €* is a Lipschitz continuous function on bounded, closed
intervals, we get with some calculations

k

Z [(u(ti, ) = n(siy-), @)

i=1
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5. Unique flow and measure solutions for Lipschitz regular vector fields

T . r
< el 19 Me@i 0] () [Tl / e —
U; (s4,t:)
1ol () 1l oy I (elga) / lgs, Mo ds
U; (s4,t4)

Due to the absolute continuity of the integrals, we conclude the absolute continuity of the
mapping t — (u(t,-),¢). Hence t — (u(t,-),o) € WH((0,T)). Then, the pointwise time
derivative is given by

d

d — It S S €T S
dt / — Jy 9(5,X (s,0,x))ds t(p(X(t,O,a:))+@(X(t,0,l"))a€ Jo 9(5,X (5,0,z))d dpo ()

/ (5 X(50.2)ds (7 0) (X (¢,0,2)) - b(t, X (£,0,x)) dpuo(x)
Q

/ P(X(+,0,2))e™ Joals:X (0N ds g X (10, 2)) dpo ()

Q

= (ult;-), Ve - b(t,-) — @y (L, )

and thus equal to the weak derivative of ¢t — (u(t,-), @) for almost all ¢ € (0,7). Using that,
we obtain

T

T
/ / O (o)) du(t, ) (w)dt = — / / B(1) [Vep(z) - it 2) — p(@)g(t, 2)] du(t,)(z)dt
0 0

0

P(0)p(z) duo(z).

D“\

Therefore, p, given in (5.19), is a solution of the homogeneous continuity equation with
p € C([0,T], M(2) — w*). The explicit defined u also satisfies the implicit formula (5.20).
The proof is given in the proof of Proposition 3.6 in [Man07]. Now, it remains to show the
uniqueness result. The proof is a standard procedure for showing uniqueness of measure so-
lutions for the continuity equation adopted here to the more general situation that g # 0 (see
e.g. Proposition 8.1.7 in [AGS08]):

Since the homogeneous equation is linear, it suffices to show that the equation with zero ini-
tial value has only the constant zero measure as a solution. So let p € C([0,T], M(Q2) — w*)
solves (5.18) with yg = 0. Furthermore, let ¢ € C2°((0,T) x Q), (by) C C=((0,T), CA(Q)N
be convergent to b in L'((0,7T),Co(2))" such that (fOT L (b, (t, -))dt) is bounded by some

C > 0 and (g,) C C*((0,T),C>®(2)) be convergent to g in L'((0,T),C(f2)) such that
sup,, fOT L(gn(t,-)) dt < oo. Then, we consider the sequence of functions

T
@n(taw) = _/w(saXn(Sat7x))e fts gn(rXn(rt,x))dr ds.
t

Obviously, ¢, € C3([0,T) x Q): ¢, is a composition of continuously differentiable functions
and thus continuously differentiable. In addition, X, (s,t,2) = z for all x € 9Q and for all
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5.2. Measure solutions of the inhomogeneous continuity equation

t,s € [0, 7] due to Lemma 5.1.5 and thus

T
on(t, ) = —/¢(s,x)e— Joon(rXa(rto))dr gg — 0 for all 2 € 9Q and t € [0, T].

S
Finally, ¢, (T, ) = 0. Now, ¢, is a solution of
Oon +bn Vo —gnpn=v¢  in(0,T)xQ,
SOTZ(Tv ) =0 in Qu

which can be proved by direct calculation. Due to Lemma 5.1.10, X,(s,t, ) € C}(Q) for
s,t € [0,T] and we have the estimate

|‘D)<n(s7 t’ ./L')‘ S efst]L(bn(Z7))dZ dr S ef()TL(b”(zf))dz S ec‘

Thus,

T
|v90n(tal‘)| S efoTHgn(s,')“C(Q)ds / |v’l!)(8,Xn(S,t,l'))’ |DXn(S,t,CL')| ds

t
T s

+ eJo Nlgn(s:)lcayds ]| // ‘V (t, Xp(r,t,2)) DX, (r,t x)’ drds
C((0,T)xQ) gn\l, An(T, 1, n\" b,y
t ot

T
T ) o
<J)M“cw“n0(v¢a@nmw+zpwmwm/i@““”ﬁ)<“'
0

Hence
IVenlloorxayy <€ < oo

for all n € N and we get

T
o://@%m@+wm»v%m@—@wwmwmmm»mw

0 Q

T T
://ﬂm@mw»wm+//@m@—mmmrv%@@mm»@w

0 Q 0 Q (5.24)

T
+-g/§Zkgn<t,m>-—g<t,x>>¢n<t,x> dpu(t, ) ().

For the second term in (5.24), we have the estimate:

T

//wwm—mm@wv%deMummu<éw—mmwww@w;ENMan@
€10,

0 Q
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5. Unique flow and measure solutions for Lipschitz regular vector fields

for some C' > 0. In a similar way, we have for the third term in (5.24)

T
/ / gn(t,) = gt 2))pu(t, 2) dp(t, ) (@)t < Cllg — gull oo 51 Il Mlngen
0

te[0,7

for some C' > 0. Taking n — oo, we obtain that the second and third term vanish and we get
that the first term in (5.24) is equal to zero. If we choose ¢ = pn with p € C2°((0,7)) and

n € CX(2), we obtain
T
= [ ptt)utt. ).
0

Since p can be chosen arbitrarily, we conclude that ¢ — (u(t,-), n) is equal to zero in L2((0,T))
and therefore in C([0,T]). Analogously, as n can be chosen arbitrarily, we obtain pu(t,-) =0
for all t € [0,T]. Hence p =0 in C([0,T], M(2) — w*).

O
For the inhomogeneous case we will use Duhamel’s principle to obtain a unique weak measure
solution of the transport equation. Therefore, we will consider the inhomogeneous continuity
equation with zero initial data

Op + div(bu) + gu+ f =0 in (0,7) x 9,

w(0,)=0  inQ, (5:25)

where f € LY((0,7), M(2)) and g € L*((0,T), Lip(12)).

Theorem 5.2.5 (Existence of solutions for the inhomogeneous equation) Let pg be
zero, f € LY((0,T), M(Q)),g € L'((0,T), Lip(Q)) and b € V. Then the inhomogeneous

continuity equation (5.25) has a unique weak measure solution p € C([0,T], M —w*), given

by
t

/f s, X s t,- f; —g(7, X (7,t,"))dT ds.
0

The proof works in the same way as the existence part of the previous proof.

Proof: The uniqueness is obvious, since the difference of two possible solutions satisfies
the homogeneous continuity equation with zero initial value and Theorem 5.2.3 yields that the
only solution to this equation is the constant zero measure. For the existence proof we follow
the structure of the previous proof: we first take 1) € COO([O, T)) and ¢ € C°(£2) and obtain
for disjoint subintervals (s;,t;) C [0,7] where i € {1,...,k} with k € N using estimate (5.22)

k T p
S Hultis) = u(si, ), 0] < llll oy elo 1960 Ne@?ds / £, ) ey ds
=1

U, (si,ts)

T

T

+ Vel efo llgts,)lds / 16(s, )l @yw ds/]f(s, Mmy ds
Ui (sists) 0
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5.2. Measure solutions of the inhomogeneous continuity equation

T
Helea EElian) [ oo ds [ 156y ds
Ui (si:ts) 0

where we denote by A the constant defined in (5.23). Hence, we get absolute continuity of
t — (u(t,-), ) and we conclude for the weak derivative

t
5 | [ e s e oo gy @) ds
0 Q

t

— — [ p(x) df(t, Vo(x yd | [ e JioeXmtNdr pis X (s54,)) ds | ()
- [ /

0

+ / o(@)g(tx) d ( / o I 9 XN £ (5 X (5,1,)) ds) (@)
Q
_ / () df(t, ) () / V() - blt,z) du(t,)(z) — / @)yt x) du(t, ) ()
Q

for almost all ¢ € [0,7]. Using that, we conclude

T T T
[ [ wsttrote) dute. @it = [ aiorute, )o) de =~ [ ()5 it )
0 Q OT 0
— / / P(t)pl(x) df(t,)(x) + / P(t)p(@)g(t,z) dp(t, ()
0 Q

/w )W) - bit, z) du(t, ) (x >)dt.

General test functions can be approximated by sums of products of functions of the above type.
O

Remark 5.2.6 By combining the results of Theorem 5.2.3 and Theorem 5.2.5, we obtain a
unique weak measure solution of the inhomogeneous transport equation with nonzero initial
data: let i be the unique weak measure solution of (5.13) with initial data po € M(S2) and
wr be the unique weak measure solution of (5.25). Then the unique weak measure solution to
(5.18) is given by

,u(ta ) = MH(t7 ) + Nl(tv )

t
:MO(X(O,t,-)) fo (8,X (s,t,) /f s, X S t f:g(T,X(T,t,-))dT ds
0
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5. Unique flow and measure solutions for Lipschitz regular vector fields

t
= / gurr) (s, X (s,1,)) + f(s, X (s, t,))e fs omX@eDdr) g,
0

In particular, if po = 0 we obtain that

t
/g,uH )(s, X (s,t,-)) ds =0
0

for any t € [0,T].

5.2.2. A generalized existence result about measure solutions and stability

In the subsequent chapter, we will apply these general results about measure solutions of
inhomogeneous continuity equations to show continuous Fréchet differentiability of the control-
to-state operator at Lipschitz regular vector fields. In this situation, the derivative will be
given by the solution operator of some specific inhomogeneous continuity equation. For this
purpose, we are interested in a generalized existence results of measure solutions for less spatial
regularity, namely for vector fields with W14(Q)-regularity in the spatial domain with ¢ > N.
In this case, the vector fields are still continuous with respect to the spatial variable, but the
uniqueness of solutions cannot be guaranteed anymore. Nevertheless, these results will be
helpful for showing the existence of derivatives. Furthermore, we need some stability result
for sequences of measure solutions of the continuity equation with vector fields with spatial
W4 (Q)-regularity. Therefore, we present a theorem stating convergence of solutions to some
unique measure solution with respect to some topology if the corresponding sequence of vector
fields converges to a Lipschitz regular vector field.

In this part, we consider vector fields b € VP4 for p > 1 and ¢ > N. In this case, we have the
embedding

W5 Q) = Co(),

which can be found in Theorem 6.24 in [Dob10]. We begin the extension with existence of
measure solutions for vector fields b € VP9,

Theorem 5.2.7 (Existence of solutions for vector fields with Sobolev regularity) Let
p € [1,00) and ¢ > N. Furthermore, let b € VP4, g € M(Q), g € L'((0,T),C(Q)) and
f € LY(0,T), M(Q)). Then, there exists a weak measure solution u € C([0,T], M(Q) — w*)

of (5.18).

Proof: As Wol’q(Q) < Cp(Q?) for ¢ > N, we find sequences (b,,) C LP((0,T), Ci* ()N for
some fixed m > 2 and (g,) C L'((0,T), Lip(Q2)) such that

by — b in LP((0,7),C(Q)N and g, —g¢ in L'((0,T),C(Q)).

Then, Remark 5.2.6 yields that the unique weak measure solutions u,, € C([0,T], M(Q2) —w*)
of (5.18) with functions by, g, and inhomogeneous term f are given by

t
i (t) = po( X (0,8, -))e™ Jo 9n(s-Xn(s:) /f t,-))e= Js on(rXn(rt)dr g
0
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5.2. Measure solutions of the inhomogeneous continuity equation

where X, denotes the unique flow of b,,. We obtain the following estimates for ¢ € Cp(2):

[(0(Xa (0.1, ), )] = / (Xt 0,2)) dpo()| < ol sugey el

Q

and thus [|o(Xn (0,2, )l sy < Kol pm(o)- In the same way, we get that

17 (85 Xnlss ts Dl ey < 11785 )l

for almost all s € (0,7). Hence, we have

T
T . s
(8, Mgy < €lo 19m e (MOM(Q)+ / 1F (5. ) e ds) < C < oo,
0

since (g,) is a bounded sequence in L!((0,7),C(R)). Furthermore, as in the proofs of Theo-
rems 5.2.3 and 5.2.5 we obtain for ¢ € COO(Q)

Gl 0) == [ ela) 0+ [ 1V6(@) - balt,2) = l@ga(t. )] dint. ) (o)
Q

Q

and thus we estimate
d
— At ), )| < lello@ 1&g + IIVella@y [10n( )o@ [t ) ae)
dt (®) ) ) ) (
+ llellew) lgn(t ey 1t )l v

Consequently, we get for 0 < s <t <T

t
[in(t,) = tin(5 ) 2] < Iellogen / 1F () ey 42
IVl / a2 My liin (5 Ve 42
T lello / lom (2 My lim(z Vg 42
t

/ 17 My + In(z: Mooy d= + llgnz o) d2
(5.26)

for some C(p) > 0 depending on ¢. As b, — b in LP((0,T),Co())" and g, — ¢ in
LY((0,T),C(£)), the sequence of mappings (h,) given by

o (8) := (1 (& )l pay + 100t oy + 119t o)
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5. Unique flow and measure solutions for Lipschitz regular vector fields

converges to h(t) := | (¢, )l p() + 10 )o@y + 19 ) o) in LY((0,T)). Hence, due to
Theorem 1.38 in [AFPO00], (hy,) is uniformly integrable, i.e. for all € > 0 there is some § > 0
such that for all n € N

¢
/hn(z) dz <e for all ¢, s with |t — s| < 0.

S

Now, let ¢ € Cp(£2). Then we take a sequence (¢r) C C°(92) such that ¢ — ¢ in Cp(£2) as
k — oo. We deduce

|<:un(tv ) - ,LLn(S, ')a 90>| < |<Mn(t7 ) - Mn(S, ')780 - 90/6>| + ‘<,Ltn(7f, ) - ,un(57 ')vSDk>|

< Cller — el
t

+Clen) / (17 Maaey + Ibnz Moy d2 + lgn(z Miey) dz

s

Fo ¢ > 0 we find a k(g) € N such that

Cller — ollo) <€
for all k£ > k(e). We choose ¢ > 0 such that

¢
C (¢ree)) /hn(z) dz<e for all n € N and t, s with |t — s| <.

Then,
‘(Nn(t7 ) = (s, 0), 0)| < 2

for all t,s € [0,7] with |t — s| < d. Hence, the mappings ¢ — (un(t), ) are equicontinuous
and thus () is equicontinuous in C([0, 7], M(2) — w*). In addition, since (u,) is point-
wise bounded, the set {u,(t,-)|n € N} is relatively compact in M(2) with respect to the
weak*-topology. Consequently, the requirements of Arzela-Ascoli are satisfied and we obtain
that there exists some p € C([0,7], M(§2) — w*) and a subsequence (fip, ) of (i) converging
to w in C([0,T], M(Q) — w*). Lebesgue’s dominated convergence theorem and some simple
calculations yield that u is a weak measure solution of (5.18) with vector field b, initial value
o and functions g and f.

0
These weak measure solutions need not to be unique. But for vector fields with Lipschitz reg-
ularity in the spatial domain we have uniqueness due to Remark 5.2.6. Beside existence and
uniqueness of solutions we need some stability results for sequences of vector fields and their
corresponding solutions. Such a result will be shown in the following theorem. For vector
fields in VP¢ with p > 1 and ¢ > N, the lack of uniqueness of solutions is not a problem for
our purposes, since later we will show Fréchet differentiability at vector fields b € VP with
p > 1 which yield uniqueness of the corresponding weak solutions. Actually, we are interested
in those solutions p of vector fields b € VP4, which can be approximated by smooth solutions,
i.e. for which a sequence of smooth vector fields (b,) C VP exists with corresponding sequence
of unique solutions (u,,) such that b, — b and p,, — p in suitable Banach spaces. We introduce
the following definition for such solutions.
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5.2. Measure solutions of the inhomogeneous continuity equation

Definition 5.2.8 (Approximability of solutions) Let p > 1 and g > N. Then, we call a
solution p € C([0,T], M(Q) — w*) of (5.18) with vector field b € VP4, g € L'((0,T),C())
and f € LY((0,T), M(Q)) approzimable if for some m > 2, there exist sequences (b,) C
C>=((0,7),Cr ()N and (gn) C L*((0,T), Lip(2)) such that

bp = b in LP((0,7),C(Q)Y and g, —g in L' ((0,T),C(Q))

and the corresponding sequence of unique weak solutions (u,) C C([0,T], M(Q) — w*) with
inhomogeneity f converges to p in C([0,T], M(Q) — w*).

Remark 5.2.9 The proof of Theorem 5.2.7 shows that each vector field b € VP4 has at least
one approzimable solution pu € C([0,T), M(Q) —w*) of (5.18) for any f € L'((0,T), M(Q)),
g € LY(0,T),C()) and po € M(9).

With this definition we present a stability result for measure solutions in the extended setting.

Theorem 5.2.10 Let p > 1, r > 1 and ¢ > N be fized. Furthermore, let po € M(Q),
(gn) € LY((0,T),C(2)) be a sequence such that

9gn — g € L'((0,T), Lip()) in L'((0,T),C(2))

and (fn) C L"((0,T), M(R)) be a bounded sequence converging to some f € L"((0,T), M(Q2))
in the weak*-topology of M((0,T') x Q). Then we have:

If (by) C VP4 is a sequence being convergent to b € VP in LP((0,T),C ()N, then each
sequence of approzimable solutions (u,) of the inhomogeneous continuity equation (5.18) with
vector fields by, initial value pg, functions g, and f, converges in C([0,T], M(Q) —w*) to the
unique solution p of (5.18) with vector field b, initial value g and functions g and f.

Proof: For each b, and g,, we find sequences (b, ) C C°°((0,T), Cq*(2)) and (gnx) C
LY((0,T),C™(£2)) for some m > 2 such that

bug — by in LP((0,7),C())Y  and  gup — gn in L'((0,7),C0(Q))

with ||gn7k”Ll((0,T),C(Q)) < ”gnHLl((o,T),C(Q)) for all k € N. Let ¢ € Cyp(€2). Then, we deduce
for all £ > 0 that there exists some k(g) € N such that for all k¥ > k(e) and for all ¢ € [0, 7]

/ (@) dpam (1)) — / () dyin(t, ()| < / (0(Xk(£,0,2)) — 9(Xn(t,0,2))] dlpuol(z)
Q Q Q
<e.

This is a consequence of the uniform convergence of (X, x(-,0,-)) to X,(-,0,-) (see Lemma
5.1.9). Thus, pinr — pn in C([0,T], M () —w*) as k — co. As in the proof of Theorem 5.2.7,
we obtain that

T
TN g ks, ds r n, k(S ds
”,U/nJ{;(ty )HM(Q) S HMOHM(Q) efO Hg ,k( )HC(SZ) _|_€f0 Hg k( )HC(SZ) /an(87 )HM(Q) ds
0

T
< H/’LOHM(Q) efoTHgn(s,')”C(Q)dS + efOTHQn(&')”C(Q)ds/an(s7 )HM(Q) ds < C
0
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5. Unique flow and measure solutions for Lipschitz regular vector fields

for some C' > 0 independent of n € N due to the boundedness of the sequences (g,) and (f5).
Now, for a fixed ¢ € Cy(2) we choose k(n,¢) € N such that:

1 1
B k() — b"HLP((O,T),C(Q))N < - and  {|gy k(n,p) — gnHLl((o,T),C(Q)) < -

as well as

S |-

sup |<,U/n,k(n,<p) (t7 ) - ,un(t7 ')7 90>‘ <
t€[0,T
Then, the sequence (b, () converges to bin LP((0,T'),C(€2))" and the sequence (g, y(n.e))
to g in L*((0,T),C(f2)) as n — co. Furthermore, as in the proof of Theorem 5.2.7 we obtain
that for ¢ € Cp(€2) the sequence of functions t = (i, x(n ) (t, ), ) is absolutely continuous
with derivative

d
%(/Ln,k(n,g)) (t, ')7 ?P> = <:U’n,k(n,<p) (t7 ')7 vd} : bn,k(n,tp) (t, ) - wgn,k(n,ap) (t7 )) - <fn(t7 ')7 1/}>

for almost all ¢ € (0,7). Estimating for s,¢ € [0, 7]

t
/Ilfn(zn My @2 < 1t = s fall o,y pace) < Clt =17,

where €' > 0 is a bound for the bounded sequence (fy), yields equicontinuity of (i1, k(n,»))
in C([0,T], M(Q2) — w*) as in the proof of Theorem 5.2.7 and due to Arzela-Ascoli to a
subsequence (i, k(n,p)),) converging to some w € C([0, 7], M(Q) —w*). As in previous proofs,
we deduce that w is a weak solution of (5.18). Since weak measure solutions with vector fields
in VP are unique, w = pu. Furthermore, the whole sequence (Mn,k(mg&)) converges to u in
C([0, 7], M(£2) — w*). This can be proven via a proof by contradiction. Now, it remains to
show that p, — p in C([0,T], M(Q2) —w*): let ¢ € Cp(£2). Then, we have

sup ’<:U'n(t7 ) - :U'(tv s 90>‘ < sup }<:U%(t7 ) — Hnk(n,p) (t7 ')7 QD)‘

t€[0,T) t€[0,T7]
+ Sup | (i k(n,g) (t ) — p(t, ), 9)|
te[0,T]
1
< E + sup ‘<:U‘n,k(n,<p)(ta ) - M(tv ')a 80>}
te[0,T

—0 as n — 00.
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6. Differentiability properties of the
control-to-state operator and the tracking
term

The aim of this chapter is to present several results about continuous Fréchet differentiability
of the control-to-state operator L and its composition with the tracking term of the objective
function J. In the introductive text of the previous chapter, we gave a motivation that the
Fréchet derivative of L is given by the solution operator of the following partial differential
equation:

O+ div(bp)) — pdiv(b) + div(bu) — udiv(b) =
M(O7 )

In the first section, we substantiate this motivation: we prove that L is continuously Fréchet
differentiable in vector fields b € VP with the solution operator of (6.1) as the Fréchet deriva-
tive. In this setting, we need to consider L as an operator mapping into a vector space with
less spatial regularity, i.e. we regard L as a mapping with codomain C([0,T], M(Q2) — w*)
instead of C([0,T], L?(2)). In the second part of the chapter, we turn to the composition of
L with the tracking term of J. To be more precise, we consider

0  in(0,T)xQ
n (9,7) (6.1)
0 in Q.

K
G:VPINL®((0,T) x )N =R, b= Y _ Gi(b) (6.2)
k=2
with Gy, : VP2 L2((0,T) x QN - R, k =2,..., K given by
1
Gr(b) = 5 I1L(®) (¢, ) = YilZ2(0) - (6.3)

We constrain us to this term, since any differentiability result of this chapter can be easily
generalized to the more general situation, where G is composed with the functions Ty, k €
{2,..., K}, introduced in section 4.2 of chapter 4.

For the composition, the weakening of the regularity in the range of L has a consequence for its
Fréchet differentiability: a direct proof of Fréchet differentiability as a composition of Fréchet
differentiable functions is not possible due to the incompatibility of M (2)-regularity with the
L?(2)-norm. As a consequence, we smooth L with some mollifier p. in the second section and
denote it L.. For the smoothed control-to-state operator L., we easily deduce from the results
of the first section that it is continuously Fréchet differentiable in spatial Lipschitz regular
vector fields as a mapping from a subset of V74N L>((0,T) x Q)Y into C([0,T], LP(R2)) for
any p > 1. Based on this result, we then conclude that the smoothed tracking term

K
Ge: VPINL®((0,T) x QN R, b Y Geplb) (6.4)
k=2

103



6. Differentiability properties of the control-to-state operator and the tracking term

with components
1
Ga,k<b) = 5 HL&:(b)(tka ) - Yk”%Q(Q) ’ k€ {Qa ) K} (65)

is continuously Fréchet differentiable in spatial Lipschitz regular vector fields.

In the last section, we improve these results: we show directly under some further restrictions
and assumptions that G is Fréchet differentiable in spatial Lipschitz regular vector fields b if
the initial value ug and Yy, k € {2,..., K} satisfy the following condition:

K
Tuo V| Fx o) = A with HN 1 (4) =0,
k=2
where X denotes the unique flow of b and J; denotes the jump set of some function g € BV (2).
Finally, for the case that this condition is not fulfilled, we will prove that G is still one-sided
directional differentiable.

6.1. Fréchet differentiability of the control-to-state operator L

We start this section with several auxiliary lemmas. These lemmas will be helpful in the proof
of the main statement and in the identification of the well-posedness of the Fréchet derivative.

Lemma 6.1.1 Letr > 1 and let (f,) be a bounded sequence in L"((0,T), M(Q2)). Then, there
exists a subsequence (fy,) and some f € L"((0,T), M(Q)) such that

foe = in M((0,T) x Q).

Proof: The proof can be found in the appendix.

Lemma 6.1.2 Let g € LP((0,7),C(Q)) and h € L1((0,T), M()) with 1 < p,q < oo. Then
the product gh : (0,T) — M(Q) is weak*-measurable. In addition, if 2% + % =1, then gh lies
in LY((0,T), M(2)) and if ¢ = oo and p are arbitrary, then gh € LP((0,T), M(£2)).

Proof: The proof can be found in the appendix.
O

Lemma 6.1.3 Let 1 < p < o0, ¢ > N, g € LP((0,T), Wh4(Q)) N L>=((0,T) x Q) and h €
C([0, T, BV(Q)—w*)NL>®((0,T)x2). Then the product gh is an element of LP((0,T), BV (Q2)).
Proof: The proof can be found in the appendix.

g

Lemma 6.1.4 Let p > 1 and ¢ > N. Furthermore, let b € VP and denote u the unique
solution of (5.13) for some initial data ug € L>°(Q2) N BV (Q2). Then, if

(bn) C (VP2 L((0,T) x Q)N) \{b}
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6.1. Fréchet differentiability of the control-to-state operator L

is a sequence being convergent to b in LP((0,T), C(2))N, we obtain that

<Div((bn — b)u) — udiv(b, — b)LN )

1br = bl Lo 0.7y, c0002)) ™

is bounded in LP((0,T), M(Q)).
Proof: As mentioned in equation (5.17), we know that
(bp — b) - Vu = Div((b, — b)u) — udiv(b, — b)LY

and since u € C([0,T], BV (Q) —w*) we have that Vu € C([0,T], M(Q2) —w*)". Lemma 6.1.2
then yields that

1
16 = bll o ((0,7),c(02))¥

(bn — b) - Vau € LP((0,T), M(S)).

Therefore, we estimate:

T P
1
- J1Bue) = bt - Fult, g
an b||Lp((0,T),C(Q))N 0

= T _bHLP T),C@)N (/b bt Nlie@y 1Vl Doy )

1

= on = 0l Lo 0.1),c00)N

3=

1br = Bll Lo (0.1, 02~ 1Vl Loo (0,1, M)~

< ull Lo (0,1, Bv(02)) -

Thus,
Div((b, — b)u) — udiv(b, — b)LY c

1br = bl Lo (0,7),c(02))™

LP((0,T), M(Q))

for all n € N and represents therein a bounded sequence.

Lemma 6.1.5 Let p > 1, ¢ > N and let (b,) C VP be a sequence such that
by = be VP in LP((0,T),C(Q)N

and (bn) is bounded with respect to ||| oo 1), Lipe))v - Then, for vector fields bevrin
L>®((0,T) x )N, the sequence

Div(buy,) = Div(bu) in M((0,T) x Q),

where u, and u denote the unique solutions in C([0,T], BV (2) — w*) of (5.13) with vector
fields by, and b, respectively, and initial value ug € L*°(Q2) N BV ().
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6. Differentiability properties of the control-to-state operator and the tracking term

Proof: Since b, — b in LP((0,T),C(Q))" and (div bn) is bounded in L((0,T),L>°(R))
due to the boundedness of (b,) in LP((0,T), Lip(2))", Theorem 3.2.9 yields that u, — u in
C([0,T], L*()) and |Jun(t, M) < lluoll oo (qy for all n € N and ¢t € [0,7]. Furthermore,
Remark 5.1.16 shows that for all ¢t € [0, 7]

[un(t, Mgy < € llwoll Loy + C2 " luol gy < € < o0

for some C > 0 since C,, := — eJo Ln(r)dr represents a bounded set due to the boundedness

of (by,) in LP((0,7), Lip(Q)) . Then7 Proposition 3.13 in [AFPOO] yields that
Un(t,-) = u(t,") in BV(Q)

for all t € [0,T]. Thus, if we choose b € VP4 N L®((0,T) x Q)N we get that

in BV (Q)N for almost all ¢ € (0,T) since BV (Q) N L>(f) is an algebra. As a consequence,
we have Div(b(t, )uy(t,-)) = Div(b(t,-)u(t,-)) in M(Q) for almost all ¢t € (0,T). Now, using
Lemma 6.1.3, we deduce that the mappings

L / ot 2) dD(B(E, Yun(t, ) (x)
Q

are measurable for ¢ € Cy((0,7") x ) and pointwise limited by

/ o(t,2) dDiv(b(t, Jun(t, ) (@)| < ot My lunlt, ) sy @ynze=@ 10 ) gy @vamse @
Q

< Clelleor<ay 16 ) gy @

for some C' > 0. Thus, we use Lebesgue’s dominated convergence theorem and obtain that

T T
/ / 2) dDiv(b(t, Yun(t, ) (@) dt — / / ot ) dDiv(B(E, Ju(t, ) (x)dt.
0 0 Q

O
With this lemma our preliminary studies end and we turn towards the main statement of this
section. Before we present the main theorem, we introduce a special case of the general inho-
mogeneous continuity equation. The solution operator of this equation represents the Fréchet
derivative of the control-to-state operator L at some vector field b € VP,

Let p > 1, ¢ > N and ug € L*(Q) N BV(2). We choose b € VP and denote u €
C([0,T], BV(92) — w*) the unique weak solution of (5.13) with vector field b and initial value
ug. Then, we consider the equation system:

Orpg, + div(bpz) — pz divd + div(bu) — udivd = in (0,7) x €,

1;(0,-) = in Q. (6.6)
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6.1. Fréchet differentiability of the control-to-state operator L

Remark 5.2.6 shows that there exists a well-defined solution operator
Spp s VPN L®((0,T) x QN — C([0,T], M(Q) — w*),
b g
where £ denotes the unique weak solution of (6.6). Linearity of this operator is given by the

equation. Continuity in LP((0,T),C ()N follows from the following argument:
let (b,) C VP4 L>¥((0,T) x Q)Y be such that

b, — b in LP((0,T),C(Q)N.
Then, the proof of Lemma 6.1.4 yields for ¢ € Cy((0,T") x Q)

T
/ (Div((Ba(t,-) = b(t,)ult, ) = ult, ) div(ba(t,-) = b(t,))LY, o(t, ) dt
" T
= /<(l;n(t, ) - B(t, ) - Vu(t, ), p(t, )> dt
0

< llelleqoryxo 1bn — BHLP((O,T),C(Q))N lull oo 0,7, Bv (0 -

Hence,

Div(b,u) — udiv(b,) LY = Div(bu) — udiv(b) LY in M((0,T) x Q).
Consequently, Theorem 5.2.10 yields that uz — pg in C([0, T], M(Q2) — w*). Thus,
Sy € LVPI A L=((0,T) x )N, C((0, T), M(2) — )

for any b € VP. As we will show in the next theorem, S, represents the Fréchet derivative of
L at the vector field b.

Theorem 6.1.6 (Continuous Fréchet differentiability of control-to-state operator L)
Letp>1,q> N and ug € L*(2) N BV (QQ). Then the control-to-state operator

L: VP9 Le((0,T) x QN = ([0, T], M(Q) — w*), b+ L(b) = S(ug, b)

is Fréchet-differentiable at vector fields b € VP with respect to convergence of b in LP((0,T), C(Q))N
and divb in L'((0,T),C(Q)). The derivative is given by

DyL(b)b = Sp(b),
where Sy (b) € C([0, T], M(2) —w*) is the unique solution of (6.6). Furthermore, the mapping
Sp. : VP — L (VPINL®((0,T) x Q)N, C([0,T], M(Q) — w*))
b— SpJ) = DbL(b)

is continuous: if (by) C VP such that (||bn|]Lp((07T)7Lip(Q))> is bounded,

by — b in LP((0,T),C(Q)Y  and divb, — divb in L*((0,T),C(Q)),
then Spp, A Spp, i.e.

Spbn (0) = Spp(b) in C([0,T], M — w”)
for any b € VP4 L®((0,T) x Q)V.
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6. Differentiability properties of the control-to-state operator and the tracking term

The idea of the proof is based on the idea of the proof of Theorem 5.2.1 in [Ulb01].

Proof: Let b € VP, (b,) C VP41 L>((0,T) x Q)N\{b} and let u € C([0,T], BV () — w*)
and (u,,) C C([0,T], L?(£2)), respectively, be the corresponding weak solutions of the transport
equation with initial data up € BV (2) N L*°(€2) such that

by — b in LP((0,T),C(Q)N and divb, — divb in L'((0,T),C(Q)).

We set 6b,, := b, — b and du,, := u, — u as well as

Sw. Oy,
" 00l ooy, oy + 18R L1 0.7y, c0)
and 5
Ofn: "

a 1660l Lo (0.7),c))n + 14V (0a) [l L1 0.m).c0))

Then, dw,, satisfies

Opdwy, + div(bydwy,) — dwy, div by, + div(d fru) — udivdf, =0 in (0,7) x €,
dw,(0,-) =0 in Q.

In addition, we consider the equations

Oy, + div(bvy,) — vy, div b + div(6bpu) — wdiv db, =0 in (0,77) x €,
v, (0,-) =0 in

with unique solutions v, = S, 4(6by,) € C([0,T], M(Q) — w*) and set

Un,

PAEES , )
160l Lo 0,7y, 00y + 11v(80R) | 11 (0,7, c(02))

Obviously, z, € C([0,T], M(Q2) — w*) are the unique solutions of
Oz + div(bzy,) — 2z, divb + div(d fou) — udivdf, =0 in (0,7) x €,
zn(0,) =0 in Q.
Then, we have:

Up — U — Spp(6bp)

- = dw, — 2p.
600l o0,y + 1div(6bR) | 10.),000)

We assume that dw, — z, - 0 in C([0,T], M(Q2) — w*) as n — oo. Then, there exists a
subsequence (dwy, — 2y, ), some @g € Cp(£2) and € > 0 such that

sup |<5wnk (t’ ) - an(t’ ')7 900>| > €
te[0,T

for all kK € N. Due to Lemma 6.1.4 and the following estimate

HDiV(&)nku) — Udiv(ébnk)ﬁNHLP(((),T),M(Q)) HDiV(ébnku) - udiv(ébnk)ﬁNHLP((O,T),M(Q))

16bn,, HLp((o,T),c(Q))N + [|div(6bn,) HLl((o,T),c(Q)) 16bn, HL:D((O?T)’C(Q))N
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6.1. Fréchet differentiability of the control-to-state operator L

for all k € N, we have that Div(d f,, u) — udiv(d f,, )L is bounded in LP((0,T), M(Q)) and
thus, Lemma 6.1.1 yields that the sequence (Div(fn,u) — udiv(f,,)LY) contains a subse-
quence (which is labeled by k again) that converges weakly* to some f € LP((0,T), M(Q)) in
M((0,T) x ). Let us denote z the unique solution of (5.18) with vector field b, g = div b,
inhomogeneous term f and zero initial data. Then, Theorem 5.2.10 yields that z,, converges
to z in C([0, T}, M(Q) — w*). Furthermore, since u,, € C([0,7], L*(Q)) are unique, they can
be approximated in C([0,7], L?(£2)) by smooth solutions u,, ; of the transport equation with
smooth vector fields by, ; € C*°((0,T), Ci*(2)) with m > 2 such that

bp, 1 — bp, in Lp((O,T),C(Q))N and div(by,, ;) — div(b,,) in Ll((O,T),C(Q)).
Hence, the difference dy; := up, ;1 — u solves

0¢oy; + div(by, 16y;) — 0y div(by, 1) + div((by, ;1 — b)u) — udiv(by, 1 — b)
5yl(07 )

i.e. dy; is the unique measure solution of this equation and converges to u,, —u in C([0, T'], M(2)—
w*) as | — oo due to Theorem 5.2.10 since obviously

in (0,7 x €,
in €,

=0
=0
div((bnk,l —bu) — Udiv(bnk,l —b) = (bnk,l —b)-Vu

is bounded in LP((0,7"), M(Q2)) and converges weakly* to div((by, — b)u) — udiv(b,, — b) in
M((0,T) x Q). Thus, the solution u,, — u is approximable and therefore

U,

dwnp, = -
* HéanLp((oj)p(Q))N + Hdlv(ébn)”Ll(((),T),C’(Q))

is also approximable. Consequently, due to Theorem 5.2.10, dwy,, also converges to z in
C([0,T], M(2) — w*). But this is a contradiction to our assumption since for ¢y we have

e < sup [(dwn, (t,-) — 2zn, (t,-), p0)| = 0 as k — oo.
te[0,7

Thus, our control-to-state operator is Fréchet differentiable with derivative

DyL(b)b = S,4(b) for b€ VPN L®((0,T) x Q).

It remains to show continuity. Let (b,) C VP be a sequence such that (||bn||Lp((07T)7Lip(Q))N>
is bounded,

by — b in LP((0,7),C(Q)Y and divb, — divb in L*((0,T),C(Q)).
Furthermore, let b € V?4 N L®((0,T) x Q)N. Then, Lemma 6.1.5 yields that
Div(bu,) = Div(bu) in M((0,T) x Q)
and using Theorem 5.2.10, we obtain that
SpnlB) = Sy
in C([0,T], M(Q) — w*). Thus, (Sps,) is weakly™ convergent to S, in

£ (VP L®((0,T) x )N, C([0, T, M(Q) — w*)) .
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6. Differentiability properties of the control-to-state operator and the tracking term

In the subsequent sections, we are faced with the situation that

: [(L(bn)(t,-) — L(b) (2, -) — Spp(bn — D)(E,-), )|
up .
tefo,7] 11bn = bll Lo (0,1),c)n + 1141V (0n = O) | L1 0,1y, 002

shall converge to zero as n — oo not only for ¢ € Cp(£2) but also for ¢ € C(£2). In general,
this is not true but for the assumption that

be Vb= {be VP| divb € L'((0,T), Lipy()) }

and
b, € VB9 :={be VPI| divb € L'((0,T), Co())}

for all n € N, we deduce the required result from Theorem 6.1.6.
Corollary 6.1.7 Let p > 1, ¢ > N and ug € L (Q) N BV (Q). Then for any ¢ € C()

. LE)(E) = LO)E) = Spalba ~ D)), )

; —0
te0,177 [1on = 0ll Lo (0,1, )~ + 1div(bn = 0)|| L1 0.1y, c ()

as n — oo, where (b,) C VB4 N L>®((0,T) x QN\{b}, b € V5 and
bp = b in LP((0,T),C(Q)Y  as well as  divb, — divb in L'((0,T),C(Q)).

Furthermore, if (b,) C V{ such that (an\|Lp((07T)7Lip(Q))> is bounded,

bo — b in LP((0,T),C(Q)Y  and divb, — divb in L'((0,T), C(Q)),

then for any ¢ € C(Q) and b € VEINL®((0,T) x Q)N

sup [(Sp.b, (0)(t,-) = Spp(B)(t:-), 0)] = 0
te[0,T7]

as n — o0.

Proof: We take an open, convex and bounded set Q) c RY such that Q c Q is a proper
subset. Then, we extend ug and b by zero to the spatial domain €2 and denote these extensions
Go and b. Obviously, 4o € BV (Q2) N L>(£2),

b e LP((0,T), Lipo(§)N N L=((0,T) x Q)N
and div b is given by

divi(t.z) = { V0 if (t,2) € (0,T) x Q,
ivb(t,x) = N ,
if (t,2) € (0,T) x N\Q

which is an element of L((0,7T), Lip(Q)). In the same way, we do this for the sequence (by,).

~ A~

We deduce from Remark 3.1.5 that the solutions 4, := L(b,) and @ := L(b) are constant with
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6.2. Fréchet differentiability of the smoothed tracking term

value zero in Q\ﬁ, where L = L4,. Due to Lemma 5.1.5, we know that the unique flow X of
b is constant for any = € Q\ and thus we deduce using Corollary 3.89 in [AFP00]

A

VL)(t,-) = V(alt,-)
= V(u(t,)) + Tu(t,") @ vaH" 1L N
V(u(t,-)) + Tug ® vgHN 1L o9,

where u := Ly, (b), T is the trace operator and vq denotes the outer normal on 9. Hence, we
have that the solution operator Sp j of (6.6) on the spatio-temporal domain (0,7") x €2 with

vector field b and unique solution @ is given by

t

A

8 by —0)(t,) = — [ el WIEXELNIT (G by, R (5,1, ) - (Vals,))(

D>
—
\.CI’.)
o+
N
~—

QU

VA

ef; div b(T7X(T7t7.))dT(bn - b)(S, X(Sa L, )) ' (VU(S, ))(X(S, t, )) ds

S O~

for all ¢ € [0,T], where X denotes the unique flow of b, i.e. S’p 3(3,1 — b)(t,-) is concentrated
on the set Q2. We set

hp == ||bn, — b

+ Hdiv(zsn . B)‘

Lr((0,1),C()N LY((0,7),0()

and
i = (b = bl Lo (0,1),c) v + 1div(0n = O)| L1 0.1y, c02)) -

A

Then, we apply Theorem 6.1.6 and obtain that for any ¢ € Cy(£2)

0 sup — / @(2) (ﬁ(én)(t,x) —ﬁ(é)(t,x)) dz — / p(x) dS 5 (bn = b)(t, ) ()

te[0,1] hy, |/ J
Q O
1 b A
= oo Q/ @() (L(bn)(t,z) — L(b)(t,2)) dx — Q/ p(z) dSpp(by — b)(t, ) (x)

as n — oo. Now, let ¥ € Cy(Q) such that » = 1 on Q and ¢ € C(Q). Extending ¢ in a
continuous way to O yields that ¢ € CO(Q). Then, choosing ¢ = 1y proves the first result
of the statement. The proof of the second statement works in the same way by extending the
involved functions to {2 and using Theorem 6.1.6 as well as the measure representation (6.7).

O

6.2. Fréchet differentiability of the smoothed tracking term

So far we showed continuous Fréchet differentiability of L at Lipschitz regular vector fields in
the spatial domain. In vector fields with less regularity in €2, this result is not valid in general
anymore due to two reasons:
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6. Differentiability properties of the control-to-state operator and the tracking term

(i) BV-regularity of initial data is not propagated in general and thus the inhomogeneity
in the measure equation must not be a measure anymore.

(ii) Uniqueness of measure solutions is known in general for vector fields with Lipschitz
regularity in space. Thus, only in this case the solution operator S, is well-defined.

In this section, our focus rests on differentiability properties of the composition of L with the
tracking term of J. As mentioned at the beginning of this chapter the regularity of L seen as a
mapping with codomain C([0,T], M(2) —w*) is too weak for proving Fréchet differentiability
of the composition. Thus, we smooth the control-to-state operator L: we take the standard
mollifier p € C°(B1(0)) and define for p > 1, ¢ > N and for some € > 0:

Lo : VPINL®((0,T) x QN — C([0,T], L*(Q)), b L.(b),

where

(Le(0))(t,-) :== L(b)(t,-) * pe|o for all t € [0,T].
Then, the smoothed tracking term G, introduced in (6.4) is given by

K K
Gelb) = D2 Gerlh) = 3 S ILO)(tr.) — VillEago- (6:8)
k=2 k=2

In the subsequent parts, we first show continuous Fréchet differentiability of L. at vector fields
b € V§ which then immediately leads to continuous Fréchet differentiability of G.. We start
with an auxiliary lemma which sums up results about functions in C'([0,T], M(Q) — w™).

Lemma 6.2.1 Let p be the standard mollifier and € > 0. Then we have:
(i) For o € C([0,T], M(Q) —w™*) such that
t— (o(t,-),e) € C(]0,T]) for any ¢ € C(),
the function

(t,2) = (o, ) * pe)(x) = /ps(l‘ —2) do(t,)(z), for (t,z) €[0,T] x Q2
Q

lies in C([0,T], L4(S2)) for any 1 < q < oo.
(i) If (o) C C([0,T], M(Q) — w*) such that

sup |(on(t,") —o(t,-),0)| =0 asn— oo
te[0,T

for any ¢ € C(R2), where o € C([0,T], M(2) — w*), then
On * Peljo,Tx = 0 * pelorixe  in C([0, T, LY(€2))
for any 1 < q < o0.

Proof: The proof can be found in the appendix.
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6.2. Fréchet differentiability of the smoothed tracking term

Theorem 6.2.2 (Fréchet differentiability of L. and G.) Let p > 1, ¢ > N and let p be
the standard mollifier. Then the following holds for e > 0:

(1)

(i)

The mapping
Lo : VI L((0,T) x QN — C([0,T], L™ (Q)),
b= L(b) * peljo,11x0

is Fréchet differentiable at vector fields b € Vi with respect to convergence of b in
LP((0,7),C(Q)N and divb in L*((0,T),C(Q)) for any 1 < r < oo. The derivative
s given by

DbLE(b)B = Sp,b(g) * pa‘[O,T}xQ
for any b € VBTN L®((0,T) x QN. Furthermore, if (b,) C VB is a sequence such that
(190l o017, 2iptcp ) i bounded,
by — b in LP((0,T),C(Q)Y  and divb, — divb in L*((0,T),C(Q)),

then . .
Spbn (0) * pelioryxa = Spp(b) * peljo 11x0
in C([0,T),L"(R)) for any 1 <r < oo and for all b € VE N L®((0,T) x Q).
The mapping G-, defined in (6.8) is Fréchet differentiable at vector fields b € V§ with

respect to convergence of b in LP((0,T),C(Q))N and divb in L'((0,T),C(Q)). The
derivative is given by

K
DG =3 [ (Lelb)th,) = Vi) (Spo(D) # p2) 1)

k=2 ¢

K ~
= /Fb,k,a(x) dSpJ)(b)(tka )(x)v
k=29

where for x € Q
Fype(x) := (Le(b)(tk, -) — Yi) * pe()
— [(Le®t2) - Vileoula - 2) e
Q

In addition, if (b,) C Vb is a sequence such that <||bn||Lp((07T)7Lip(Q))N) is bounded,

by — b in LP((0,T),C(Q)Y  and divb, — divb in L*((0,T),C(Q)),

then . .
DyGe(bn)b — DypG-(b)b

for allb € VBN L>®((0,T) x Q)V.
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6. Differentiability properties of the control-to-state operator and the tracking term

Proof:

(i)

114

Let b€ V2 and (b,) C V29N L¥((0,T) x Q)N\{b} with
by — b in LP((0,T),C(Q)Y and divb, — divd in L'((0,T), C(Q))

as n — 0o. Then Corollary 6.1.7 yields that the control-to-state operator L is Fréchet
differentiable in b such that
L(by)(t,-) — L(b)(t,-) — Spp(by — 0)(L,-),
sup [(L(bn)(t,-) = L(B) (2, -) — Spp( )(E-), 9)|

: —0
tef0,7] 10n = bll Lo(0,1),c v + [1div(0n = O)l 10,1y,

for any ¢ € C(€2) as n — oo. Then, we conclude for r € [1, 00) using point (ii) in Lemma
6.2.1 that

L (bn) — Le(b) — Spp(bn — b) * PEHC([QTLLT(Q))
16 = bll Lo 0.7y, + [1div(bn = O) | L1 0.7y, 0(0))
 ICE(R) = L(b) = Spp(bn = b)) * pell o po.17, - 2y
1o = bl pogo.r).000) F 1div(0n = ) 11 0.1).000)

as n — 0o. The statement about pointwise continuity of the derivative is obvious since
it is the composition of pointwise continuous functions.

—0

The mapping
b5 Z 1L(0)(th, ) — Yil T2

is obviously Fréchet differentlable as a composition of Fréchet differentiable functions.
Hence the chain rule and Fubini yields

K

DG =3 / (Le(b) (th ) — Yi(@)) (Sp0(B) * pe) (1, ) d

b)(tr, ) — Yi(x))pe(z — y) d(Spp(D)(tr, ) (y)dz

D\

o
o

b)(tk, x) — Yi(2))p=(y — @) dad(Spp (D) (tr, ) (y)

{O\

1
M M7 1=

??‘
l\')

/ Foop. (1) d(Sp(B) (ks ) ().
Q

Due to the boundedness of (b,) in LP((0,T), Lipo(£2))%,
by — b in LP((0,7),C(Q)Y and divb, — divb in L'((0,T),C(Q)),
we know that
Spon (0) * pel0.11x0 = Sp(B) * pelo i< in C([0,T], L*(2))

and thus strong convergence of Spyba(l;)(tk, ) *pe|a to S, (b)(tk, )* pe|q in L2(Q) for any
k=2,...,K. Therefore, DyGc(by)b — DyG(b)b for any be VEINL®((0,T) x QN.
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6.3. Differentiability properties of the tracking term G

6.3. Differentiability properties of the tracking term G

In the previous sections, we showed that the composition of a smoothed control-to-state op-
erator with the tracking term of the objective function is continuously Fréchet differentiable.
Our next aim is to show differentiability properties of the tracking term in the non-smoothed
case. In this case, Fréchet differentiability of G does not hold in general anymore. One main
reason for this is that BV -functions in general have jumps sets which can lead to possible
different limits of the function values when a point on the jump set is approached by different
directions. Under some specific condition, this case appears in the attempt to prove Fréchet
differentiability since different sequences of vector fields lead to different sequences of flows
and thus to different directions in approaching points on jump sets. In this case, we will only
be able to show one-sided directional differentiability of G with a special defined derivative
for each side and direction. It will be shown that this situation appears when the jump set
of the initial value up and the union of the jump sets of Yi(X(#,0,-)) are not disjoint on
a set with positive H™ ~!-measure value, where k € {2,..., K} and X is the unique flow of
some vector field b € V. If these sets are disjoint except for a HN=1 null-set, we will be
able to show Fréchet differentiability of G. For the proof of both statements we need some
further refinements on the set of initial values ug for our control-to-state operator L: our first
additional assumption is the demand that

ug € SBV(Q) N L=(Q).

Then, the derivative of ug with respect to the spatial variable only consists of the absolute
continuous part (with respect to the Lebesgue measure £V) and the jump part. Furthermore,
we require continuity of ug in the parts of 2 where it is approximately continuous and for
HN~Lalmost all x in the jump set J,, of up we demand the existence of a ball B, () such
that

By, (2)\Juy = B;; (z) U Br; (2),

where each of the subsets B;f (¥) and B;_ () are connected sets and ug constrained to these
sets represents continuous functions. We require the second and third assumptions also for
the functions Yy, k € {2,..., K}. Before we introduce precise definitions for the set of initial
values and for the set of functions Yy, k € {2,..., K}, we first have some further considerations
and introduce the set of discontinuity points Dy as well as the set of jump points Jy for some
function f € BV (Q).

6.3.1. Products of BV -regular functions

Considering the derivative of the smoothed composition G (b) = 31, G x(b) at some vector
field b € V§ with p > 1, we observe that for each k = 2,..., K, it is the product of some
smoothed BV (Q)-function (Lg(b)(tg, ) — Yx) * p. with the derivative of some BV (€2)-function:

ti
Sp(D)(t, ) = —/B(SvX(Satka‘)ef;k(divb)(T’X(T’t’“"))dT(VL(b)(S,-))(X(&tk,-)) ds.
0

In the limiting case the product would consist of some BV (Q2)-function and a measure descend-
ing from BV (Q)-functions. We now show that this kind of product is well-defined. Therefore,
we present some theory about BV-functions as it can be found in [AFPO00].
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6. Differentiability properties of the control-to-state operator and the tracking term

A function f € L'(Q) has an approximate limit at 2 € Q if there exists some z, € R such that
dy = 0.
T—)O ’B / ‘f Zx| y
BT(:E

The set Dy C  where this property is not satisfied is called approximate discontinuity set
and for each x € Q\D; the uniquely determined vector z, € R is called approximate limit.
We set f*(z) := z;. Then, Proposition 3.64 in [AFPO00] yields:

(i) Dy is a LN -negligible Borel set and f* : Q\D; — R is a Borel function, coinciding
LN -almost everywhere in Q\D; with f.

(ii) If z € Q\Dy, then f * p.(x) converges to f*(x) as € — 0.

Furthermore, = € § is an approximate jump point of f if there exist w,, v, € R and v, € $V !
such that w, # v, and

1
lim — —wy| dy =0,
I [ 1) = wal dy
B (zv) (6.9)
1 |
lim ————— — | dy =0
i [ 11w vl dy
By (z,v)

hold. The sets B;f (z,v,) and B, (z,v,) are defined as

B (x,vy) == {y € B.(2)| (y — z,vz) > 0},

T

|
B, (x,vy) :={y € By(z)| (y — x,vz) < 0}.

r

The triplet (wy, vy, V) is unique up to a switch of (w,, v,) and a change of sign of v,. We set
fT(z) := wy and f~(x) := v, and denote the set of approximate jump points by Jy. For Jr,
Proposition 3.69 in [AFPO00] yields:

(i) The set J; is a Borel subset of Dy and there exist Borel functions
(fHf ) I RxRx V1
such that (6.9) is satisfied at any = € Jy.
(ii) If € Jy, then f x p-(x) converges to (f*(z)+ f~(z))/2 as e — 0.

Now, Theorem 3.78 in [AFPO00] yields that for f € BV (§2) the set Ds\J; is negligible with
respect to HV 1, ie. HNfl(Df\jf) = 0. Summing up, we obtain for a function f € BV ()
that
f*pe(x) = f*(x) forallx € Q\(Df\Jf) ase—0,
where we define
. . Fa if 2 € Q\D
FDAT) SR, oo i) =) B € O\Dy
(fT(=@)+ [ (2)/2 ifxe s
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and HY"1(Dy\Jy) = 0. Furthermore, Lemma 3.76 in [AFP00] tells us that for f € BV(Q)
and any Borel set A C 2 the following implication holds:

HNL(A) =0=|Df|(A) = 0.

Consequently, for any two functions g,h € BV () and i € {1,..., N} we obtain that g* is
defined for D, h-almost all z € Q since HY~1(D,\J,) = 0 and hence the set is negligible with
respect to |Dg,h| (and thus also with respect to Dy h). Now, let g be additionally in L>°(£2).
Then, for x €

94 p:@) < [ 19 lp-ta = 2| d= < gl
Q
and thus |g%(2)| < [|g]| peo(q) for all 2 € Q\(Dy\Jy). Therefore, we obtain for i =1,..., N

/mdewammgmmﬂmwwwm<w
Q

and using Lebesgue’s dominated convergence theorem yields that

/|g*p5(x)—g*(w)| d|Dgh|(x) -0 ase— 0.
Q

We summarize the above results in the following lemma.

Lemma 6.3.1 Let g € BV(Q) N L>®(Q) and let h € BV(Q). Then, g* is integrable with
respect to |Dy h| for alli e {1,...,N} and

/|g*p€($)—g*(:£)| d|Dy b (&) =0 ase— 0.
Q

6.3.2. Sets for the initial value 1, and functions Y,

In the introductive text of this section we announced that we need some more refinements
on the assumptions of the initial values ug for the control-to-state operator as well as on the
functions Yy, k € {2,..., K} to show the various differentiability results for G. The previous
subsection yields the necessary tools to give precise definitions of the assumptions and to
motivate them. We start with the introduction of the assumptions.

Definition 6.3.2 The set Y C BV (2) N L*>°(Q) is the set of functions Y € Y satisfying

(i) Y is continuous in an open subset Q C Q\Dy such that
HYTH(Q\Dy)\Q) =0,
(ii) for HN=1-almost all x € Jy, there exists a ball B, (x) such that
By, (x)\Jy = B, (x) U B, (),

where each of the sets B;; (x) and B,; () represents a connected set and'Y is continuous
in each of the sets.
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6. Differentiability properties of the control-to-state operator and the tracking term

We choose the notation for the sets B;; (z) and By (z) such that v, points into the set B (x)
(and correspondingly —v, points into B, (x)). Furthermore, we define the set of initial values
as Uy := SBV(Q)N Y.

At first glance, it may be not clear why the set of functions ) is chosen according to Defini-
tion 6.3.2. We illustrate reasons for the choice of the properties (i) and (ii) in the following
examples: our examples are of the general form g € BV (Q) with Q := (=5,5) x (5,5) C R?
given by

9(z) = g1XB,((0,0))(%) + 92X B, ((0,2)) (),

where g1, g2 € R are fixed values.

In the first example, we choose g1 = g2 # 0 and obtain that
Dy = Ty = (9B1((0,0)) UdB1((0,2))) \{(0, 1)}

as well as the continuity of g in Q\(J, U {(0,1)}). The function g is not continuous in the
point (0,1): for (z,) C {(t,1)| t € RT} N Q converging to (0,1) we have that
lim g(z,) =0

n—o0

but for (y,) C {(0,t)| t € Rt} NQ being convergent to (0,1), we obtain that
lim g(yn) = g1 = g2 # 0= lim_g(2y).

Thus, the point (0, 1) plays a special role in this example: it belongs to the set of approximately
continuous points, but g is not continuous in this point although it is continuous in every
other approximately continuous point. In our proof for Fréchet differentiability of G we need
two distinguish between the jump points and the approximately continuous points of Yy,
k € {2,...,K}: at approximately continuous points x of Yj; we need that Y} is continuous
since arbitrary sequences of vector fields lead to the situation that the corresponding sequences
of flows approaches = by arbitrary directions. This requirement is obviously not satisfied in
(0,1) in our first example. As mentioned at the beginning of the previous subsection, this
situation will appear in an integral term with the derivative of some BV function as the
integral measure. Thus, continuity is needed in all approximately continuous points of Y}
except for a HN~! null-set. Therefore, the first example would satisfies this requirement.
This examples illustrates the need of the first demand in Definition 6.3.2.

Now, in the second example, we choose g = 1 and g2 = 1/2. Then,

Dy = Jg = (9B1((0,0)) UB1((0,2)))

and g is continuous in Q2\J,. As in the first example, we are interested in the point (0,1)
which again plays a special role in this example: in contrast to all other points of the jump set,
g*|7, is not continuous in (0, 1): let (x,,) C 9B1((0,0))\(0,1) and (y,) C dB1((0,2))\(0,1) be
two sequences being convergent to (0,1). Then, we have

o 1,3 1,
g\ In) = 3 - = f s - = 9 \Yn)-
lim g%|7,(2n) = 5 # 1 = 9"17,((0,1)) # ;= lim g7[7,(yn)

n—oo

In the proof of one-sided directional differentiability of G, the derivative contains specifically
defined functions. These functions are the pointwise limits of function values Y;*(x,), k €
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6.3. Differentiability properties of the tracking term G

{2,..., K} of point sequences (z,,) C 2 approaching points x in 2 on continuous curves given
by specific flows. Therefore, if a jump point x € Jy, is approached by a sequence (z,) whose
elements lie in the jump set Jy, except for finitely many elements, then Y| Jy,, Must be
continuous in a neighborhood U C Jy, of x to be able to define a meaningful limit for the
sequence (Y;*(xy)). This requirement is not satisfied in the point (0, 1) in our second example.
The reason lies in the fact that two different parts of the jump set touch at the point (0, 1).
Therefore, since ¢g* is defined in = € J, as the arithmetic mean ¢*(z) = (g% () + g~ (x))/2
of the ,left* and ,right* approximate jump points ¢~ (z) and g* (), respectively, g* cannot
be continuous in a neighborhood U C J; of some x € J, if the ,left” or ,right“ approximate
jump function g~ or g% itself is not continuous in a neighborhood U C J;, of z € J,. In our
example, we have

g+ = in 8B1<(070))\{(07 1)}7 g =1 in 831((0,0))\{(0, 1>}7

but .
g*((0,1)>:5 and ¢~ ((0,1)) = 1.

Thus, g is not continuous in a neighborhood U C J, of (0,1). A requirement preventing
this situation is given in (i) in Definition 6.3.2: the function Y is continuous in H™¥ ~!-almost
all points of the sets B (z) and B;_ (z) due to (i) and thus, we obtain continuous ,left* and
,right“ approximate jump functions Y~ and Y in a neighborhood U C Jy of z € Jy. Again,
this requirement must only be demanded for HN~1-almost all z € § since the limit functions
appear in an integral term with the derivative of some BV function as the integral measure.
Thus, this second example would also satisfy the requirements of Definition 6.3.2.

We are now prepared for the first main result of the section shown in the successive sub-
section: the Fréchet differentiability of G. This result, however, is only valid if the jump sets
of up and Yy (X (tx,0,-)), k € {2,..., K} for a certain flow X satisfy some condition.

6.3.3. Frechét differentiability of G

In the previous section 6.2, we have shown that G, is continuously Fréchet differentiable. In
this subsection, we want to prove that the result is also valid for the non-smoothed mapping

G: Vi =R, b— G(b)
if the initial value uy € Uy and Yy € Y, k € {2,..., K} fulfill the following condition:

K
Tuo N Fri(xtn,y) = A with HN1(A4) =0, (6.10)
k=2

where X denotes the unique flow of the vector field b € V| with p > 1 at which we want to
prove Fréchet differentiability of G. If this condition is not satisfied, i.e.

K
Jup N U ij(X(tk,Of)) =A with 'HNfl(A) > 0, (6.11)
k=2

we will only be able to show one-sided directional differentiability of G. However, this result
needs some more preparations and thus will be shown in the successive subsections. Therefore,
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we only consider in this subsection the case that condition (6.10) is fulfilled. For this case, we
define for b,b € V with p > 1 and k € {2,...,K}

110) = 5 (L 8Bt ) — (7 S (D), ), (6.12)

where gp,b denotes the Fréchet derivative of the control-to-state operator Lug and 1 the con-
stant function in © with value 1. Obviously, the term (6.12) represents a linear bounded
mapping from V} into R. Before we present the main statement of this subsection we first
regard an auxiliary lemma.

Lemma 6.3.3 Letp > 1, g € BV(Q) N L®(Q) and (b,) C V§ be a sequence such that
by — b in LP((0,T),C(Q))N, divb, — divh in L*((0,T),C(Q))

and sup fOT]L(bn(t, 1)) dt < co. Then, for any t € [0,T]
neN

(g, L(bn)(t,-) — L(D)(2, -))
< //ef Aiv((brr(bn=0) (7 X (b DAT (3 1) (5, X0 (5, 1, )
0

V(L(b +7(bn = ))(s,))(Xrn(s,t, ) dsdr),
where X, ,, denotes the unique flow of the vector field b+ r(b, — b).
Proof: We mollify g and obtain that
= (g% pe; L(b +7(bn — b))(£,-))
is continuously Fréchet differentiable due to Corollary 6.1.7. Thus, we obtain

Q*Pau bn — L(b)(t )>
t

<g*paa

1t
= [ [ (g5 pese OIS i, ), X))
0 0

O\H

/6 ST div((b+r(bn—b)) (T, X r n (7,8, ))dT(bn - b)(S,Xﬁn(S,t, ))
0

-V(L(b+r(b, —b))(s,)(Xrn(s,t,-)) dsdr),

VLD + (b — 0)(s, ) (Xpan(s,t,-)) dsdr.

Since g * pe(z) — g*(z) and |g * pe(2)| < [|g]l 20 (q) for HN~Lalmost all x € Q, Lebesgue’s
dominated convergence theorem yields that

<g * Pe,y efst div((b—i_r(bn_b))(T,XT’n(T7t"))d7(bn - b)(S, X’r n(sv ta ))

V(L + 7(bn — b))(s, ) (Xrn(s,,-)))
<g ef div(( b—‘rT‘(bn—b))(T,Xr’n(T,ty))dT(bn B b)(S,Xnn(S,t, ))
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6.3. Differentiability properties of the tracking term G

V(L + 7(bn = 1))(s,))(Xrn(s,,-)))

for almost all s € (0,t) as ¢ — 0. As VL(b+ r(b, — b)) € C([0,T], M(R2) — w*)" and
els dv((b+r(Bn=b)(r)dr ¢ ¢ (Q) for any s,t € (0,T), Lebesgue’s dominated convergence theorem
again yields that

1t
//<g y Pe,ef: div((b+7“(bn7b))(T,XT,n(T,t,-))dT(bn . b)(S,Xnn(S,t, ))
0 0
V(L(b+r(by, —b))(s, ) (Xrn(s,t,-))) dsdr
1 ¢
. //<g*’6f; div(b4r(bn—b) (m Xoon (M7 (3 ) (s X, (5.4,-)
0 0

V(L(b+r(by —b))(s,))(Xrn(s,t,-))) dsdr.
Since
<g * Pe, L(bn)(t7 ) - L(b)(t7 )) - <g*v L(bn)(t’ ) - L(b)(t7 )> = <ga L(bn)(ta ) - L(b)(ta )>

holds, the statement is proven.

O
We are now prepared to prove continuous Fréchet differentiability of G in the case that con-
dition (6.10) is satisfied.

Theorem 6.3.4 (Fréchet differentiability of G) Let p > 1, b € V} and ug € Uy as well
as Yy €Y fork €{2,...,K}. Then, the mapping

G: Vg — R,
K
b G(b) =D L) (th, ) — Yall72(q)
k=2

is Fréchet differentiable at the vector field b € V} with respect to convergence of b in LP((0,T), C(2))V,
of divb in L*((0,T),C(Q)) and boundedness in LP((0,T), Lipo(Q))N if

K
Juo N (0,9 = A with HY1(A) =0
k=2

holds, where X denotes the unique flow of b. The derivative is given by
K ) K rq . )
DG(b)b - Z Gg,k(b) = Z |:2 <17 Sp,b(b)(tlﬁ )> - <Yk*7 Sp,b(b)(tka )> )
k=2 k=2

where Sp,b denotes the Fréchet derivative of the control-to-state operator Lug. Moreover, if
(bn) C V5 is a sequence such that G is Fréchet differentiable in b, for alln € N,

by — b in LP((0,T),C(Q)Y, divb, —divb in L'((0,T),C(Q))
and (||bn||Lp((07T)7Lip(Q))N> is bounded, then

DG(b,)b — DG(b)b
for allb € Vb,
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Proof: We take a sequence (b,) C V5 such that (|]anLp((O7T)7Lip(Q))N) is bounded and

by — b in LP((0,7),C(Q)Y and divb, — divb in L*((0,T),C(Q)).

We prove the statement for each k € {2,..., K}. So, let k € {2,..., K}. Then, we estimate
for the difference quotient
Gk(bn) - G(b)
16 = bl Lo 0,7y, 0y + [1d1v(br = B)[| L1 (0,7, c(02))
_ (L(bn) (s ) = Yie, L(bn) (1) — Vi) = (L) (th, -) — Vi, L(b) (k) — Vi)
1br = bl Lo 0,1y, 0~ + [1div(bn = O) |l L1 0.1y, ()
<L(bn)(tk7 ) + L(b)(tkv ) — 2Yk7 L(bn)(tk7 ) — L(b)<tk7 )>

_ : . (6.13)
1br = Bll Lo ((0,1),c()~ + 1AV = B) | L1 (0,02

We split term (6.13) into two terms:
(L(bn)(tg; ) + L) (tk, -) — 2V, L(bn) (tk, 1) — L(b) (tk;, )
16, = bll Lo 0,7y, c)) v + [1d1v(bn = O)[| 107, 0002))
_ (L(0n) (tk, ) + L(b)(tk, -), L(bn) (ks -) — L(0) (tk;, -)) (6.14)
[br = bl Lo 0,1y, 0y~ + [1div(bn = B) [l L1 0.1y, c())
N (2Y%, L(bn) (t, ) — L(b) (tk, -))
160 = bl Lo 0.m,cy + 1AV (e = D)l L1 o.m),000))

(6.15)

We first consider term (6.14) and obtain
(L(bn)(t: -) + L(b)(tk, ), L(bn) (tk, ) — L(b) (tk, -))
1br = bl Lo 0,1, 0(9) N+||d1V(b —b)HLl O,T, )
[[bn — bHLP((O,T),C(Q))N + Hle( )||L1( (0.7),C(2)

(1, L (ba) (b, ) = Lg () (1))
= : , (6.16)
1or =0l Lo 0,1y, 0y~ F 11V (0n = D)l L1 0.1y, c00)

where 1 denotes the constant one function in 2. Then, Corollary 6.1.7 yields that

(L L u) (b, ) = La (0)(ts7) = Bl = B) (01, ) )|

- =0 (6.17)
1br = Bl Lo (0,1),c()~ + 14V (b = B) | L1 (0,02

as n — oo. Here, <1, S’nb(bn —b)(t, )> is given by

ty

(&85t = B)1r:1)) = - / (b0 = B)(s, X (s, ty, el O X (rti)ar

0
(V(uj(X(0,5,)))) (X(s,1x,-)) ds.
Now for term (6.15) we consider the splitting
B (2Yy, L(byn)(tr, ") — L(b)(tk, )
16 = bl Lo 0.7y, c) ™ + 11div(bn = O) | L1 0.7y, 0(0))
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6.3. Differentiability properties of the tracking term G

2 (Yy, — Y * pe, L(bn) (tg, ) — L(D)(tk, "))

_ ' (6.18)
1bn = bll 1o ((0,1),c(0))~ + 14V (b = B) | L1 (0,1,
1bn = Bll Lo (0.7, c~ + 1div(n = O) | L1 (0,1),c02))
For term (6.19) we know that for fixed e > 0
2 (Y, # pe, L )L ) — - :
1br = bl Lo 0,1y, 00~ + [1div(bn = O) [l L1 0.1y, ()
as n — 00. Setting
ho_ 2
" on = bll ooy oy + 14V = D)l a0y c00)
we estimate for term (6.18) using Lemma 6.3.3
ha [(Yie = Y ¢ pe, L(bn) (tk, -) — L(b) (t, )
1 tx
< [0 = Yiw |50 = 015, X ) O Xontn
00
|V(UO(XT,TZ(O7 S, )))| (XTW(S? bk, ))) dsdr
< Cha [|bn = bl Lo (0,1),c002)) ™
1/t 1/p'
/ ( [0 = Yk 19 (X (0,5 )] (K817 ds) dr
0 \0o
1/t 1/p
= é/ (/<Yk*(XT,n(tk707'>) — Vi (X (t,0,))], [Vuol)” dé’) dr (6.21)
0 \0o
1/t 1/p’
é/ (/<Yk*(X(tk707 )) - Y *pE(X(tkaOa‘))’7|vu0|>p/ ds) dr (622)
0 \0o

; 1/p
+é/ (/<Yk*p€(X(tk707 D)) = Vi # pe(Xrn(t, 0, )] [ V) ds) dr.  (6.23)
0

Term (6.23) vanishes as n — oo and Term (6.22) vanishes uniformly in n as ¢ — 0. Now, for
term (6.21) we obtain that

1/ tg 1/p
/(/ (13 (X (b1, 0,)) — Vi (X (84,0, )], [ Vol ds) dr0  (624)

0 0

as n — 00: as Juy N Ty, (X(1,0,)) C A with HN"L(A) = 0, we conclude that

<’Yk*(XT,n(tk7 0, )) - Yk*(X(tk7 0, ))’ ) |VUO‘>
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6. Differentiability properties of the control-to-state operator and the tracking term

= / Y5 (X (th,0,2)) — Yi (X (t5,0,2))| d|D%ug|(x) (6.25)
O\ Dy,
+ / Y3 (X (t4,0,)) — Y5 (X (84,0, 2))| d| Do (). (6.26)
Tug\A

Term (6.25) vanishes since Yi (X, (t,0,°)) = Yi(X (tg,0,-)) in L2(Q). In the set Jy,\A the
function Y;*(X (tx,0,-)) is continuous in an open neighborhood for H¥~!-almost all # due to
condition (6.10) and thus

Vi (X (tr, 0,2)) — Y (X (t,0,2)) — 0 for HY " Lalmost all z in Jy,,\ A.

Then, Lebesgue’s dominated convergence theorem yields the convergence predicted in (6.24).
Thus,

P [ (Yie, L(bn) (tr, ) — L(b) (ths -)) — (Y5 Sp,p(bn — D) (t, )]
< b [(Yie = Yi % pe, L(bn) (tk, -) — L(b) (tk, )| (6.27)
+ A [(Yi * pe, L(by) (g, 1) — L(b) (k) — Spp(bn — b) (k)| (6.28)
+ hay |(Yie % pe = Y3, Spp (b — 0) (L, )] - (6.29)

Term (6.27) can be estimated by two terms (6.21) and (6.23) vanishing as n — oo and a
term (6.22) vanishing uniformly in n € N as ¢ — 0. Term (6.28) is equal to term (6.20) and
vanishes as n — co. Finally, we obtain for term (6.29):

h'fl |<Yk * Pe — Yk*a Sp,b(bn - b)(tka )>‘

ty
Shn/
0

/ |Yk‘ * p€(X(tk7 87$)) - YI:(X(tk? va))‘ ’(bn(svx) - b(S,l’)’
Q

ef:k | div b(7,X (7,s,2))| dr d‘V(UO(X(O,S, )))| (IL’)} ds

<2 (/ (/Yk*pa(X(tk,s,w)) — Y (X (tg, s, 7))
0

Q

e | s ’ "
efs | div b(r,X(7,s,2))| dr d ‘V(UO(X(Oa S, )))| (.’L‘)) dS) —0

uniformly in n € N as € — 0. Hence,

han [(Yeey L(bn) (g, ) = L) (t, +)) = (V"5 Spp(bn — 0)(E;+))[ —= 0 (6.30)

as n — co. Summing up, we obtain with (6.17) and (6.30) that

Gilba) = G(O) = Gy (b — )

1br = bl Lo 0,7y, 0y~ + [1div(bn = B) [l L1 (0.1, 0(0))
Gi(b0) = G () = (3(1, Spa(ba - b)(tk, ->> — (V7 S (b = D) (1)) |

; =0
[1br, = bl o (0,7, + 1div(bn = O)[| 1(0,1),c00))
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6.3. Differentiability properties of the tracking term G

as n — oo. This proves Fréchet differentiability of G. It remains to show the continuity
property. Let (b,) C VI be a sequence such that G is Fréchet differentiable in b, for all
n € N,

by — b in LP((0,T),C(Q)YN, divb, — divd in L'((0,T), C())

and <||bn|\Lp((07T)7Lip(Q))N) is bounded. Then, for each k € {2,..., K} we know from Corollary
6.1.7 that for all b € Vh

5 (18Dt 1)) — 5 (18,00, ) )

as n — oo. Furthermore, we have

(Y7, Spon (0) (s -) — Spp(B) (s ) = (Vi # pe, Spo, (0) (ts -) — Spp (D) (ts ) (6.31)
+ (Y = Yo # pe, Spp, (D) (21, ) (6.32)
— (Y35 = Y # pe, Spu(b) (e, ) - (6.33)

Obviously, term (6.31) vanishes as n — co. Furthermore, term (6.33) tends to zero uniformly
in n as € — 0. For term (6.32) we estimate

[(Y5 = Yi s e, Sp, (0) (t, )| < Cti (Y5 = Y 5 pel, [V | (X (0, E, )
< Oty (V) (X (5,0, ) — Vi (X (8, 0, )], [Vuo ) (6.34)
+ Oty (| = Yi * pel, | Vuo (X (0, 8, -))) (6.35)
+ Oty (| Vi * p=(X (8,0, +)) — Y x pe(Xn(tr, 0,-))|, [Vuol) -
(6.36)

Term (6.35) vanishes uniformly in n as ¢ — 0. In addition, term (6.36) vanishes as n — oc.
As in (6.24), we obtain that term (6.34) vanishes as n — 0o. Summing up, we have a group
of terms vanishing as n — oo and a group of terms vanishing uniformly in n as € — 0. Thus,
we conclude for any b € Vi

(Y7, Snbn(l;)(tka ) = Sp,b(l;)(tk, ) =0

as n — oQ.

Remark 6.3.5 For initial values ug € WH1(Q) N L>®(Q), the condition

K
Tup N U ij(X(tk,O,-)) =A with 'HN_l(A) =0
k=2

is always satisfied since Ju, = 0. Thus, G with initial value ug € WHH(Q) N L>®(Q) is always
Fréchet differentiable.
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6. Differentiability properties of the control-to-state operator and the tracking term

6.3.4. H"V~1-almost everywhere limits for specific BV -regular functions

In the previous subsection, we proved that G is Fréchet differentiable at some vector field
b € VB with p > 1 and unique flow X if the jump set of uy and the union of the jump sets of
Yi(X (t1,0,-), k € {2,..., K} are disjoint except for a HV~! null-set, i.e. if

K
Tup N U Iy (X (tg,0,)) = A with HY"L(A) =0
k=2

holds. If the intersection is a set with positive H¥ ~!-measure value, we will only be able to
show that G is one-sided directional differentiable. In the proof for this result, we will be
confronted with the following situation: given some function g € BV (), some vector fields
b,be VE with p > 1 and a sequence of vector fields

by = b+r,b € Vh

with (r,) C R converging to zero. Then, the questions arising are: for s,t € [0,7], does
the sequence of functions (g(X,., (¢, s,))) converge pointwise H" ~1-almost everywhere to some
function and when this is true, how does this function look like? Here, X, denotes the unique
flow of the vector field b,. In the following, we will investigate these questions.

We start our considerations with a look at the mapping
Risq:[0,00) = Q, r— X,(t s, ) (6.37)

for each x € ) and for some fixed s,t € [0,T], where X, denotes the unique flow of the vector
field b + rb with b,b € VE. For this mapping, we have the subsequent result.

Lemma 6.3.6 Let b,be VP, p>1, s,t € [0,T] and = € Q. Then, the mapping Ry . defined
in (6.37), is Lipschitz continuous on bounded sets.

Proof: We take r1,r2 € [0,00). For fixed x € Q and fixed s,t € [0,7] with s < ¢ we obtain
with Gronwall’s lemma

t
Rena(r1) — Rusa(rs)] < / L(b(z,)) [ Xo (2,5, 2) — X2, 5,2)| d
11 = 12l {[B]] oo 0.2y ey
t
+ max(ri, ) / L(5(z, ) | X0, (2, 5,2) — Xoy (2, 5,2)| de

S

f L(b(z,"))+max(rq 71”2)IL(I~)(Z,~))dz

<|ri—mr2 HEHLOO((O,T)XQ)N e

< Clry —rg|

for some C' > 0. In the same way we obtain for s > ¢ the above estimate.
O
Lemma 6.3.6 states that the sequence (X, (t,s,z)) lies on some continuous curve for some
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sequence (r,) C RT with r, — 0. Our next aim is to show that for point sequences (x,,) C
being convergent to some x € Q and for functions g € ) a precise limit of (g(z,)) can be
defined if (x,,) lies in the range of some continuous function.

Let f : [0,00) — € be a continuous function and let (z,) C € be a convergent sequence
with limit 2 € Q such that

Tp = f(rn) withr, € RT VneN and r, — 0. (6.38)

Obviously, we have that f(0) = z. Now, let g € J. Denote N, . C Q\D, the set of points
z € Q\D,, where point (i) in Definition 6.3.2 is not satisfied and N, ; C J; the set of points
x € J4, where point (ii) in Definition 6.3.2 is not fulfilled. Then, we distinguish two cases:

(i) z € Q\(Dy UN,) and
(i) = € Jy\Ny,;-
In the first case, we obtain for the sequence (x,) in (6.38) that
g(xn) — g(x) = g"(z) asn — co.

In the second case, the limit depends on the direction from where we approach to the point .
From our choice g € Y we know that for any z € J,\\V, ;, there exists a ball B, (z) satisfying
the condition (ii) in Definition 6.3.2. Then, we distinguish two cases:

(a) there exists 7 € Ry such that f(r) € B;‘; (x) or f(r) € Br_z (x) for all r € (0, 7).
(b) there exists 7 € Ry such that f(r) € J; for all r € (0, 7).
In case (a) we know that g is continuous on {f(r)| r € (0,7)} and bounded and thus
g(xn) = gy asn — oo

for some g € R. Obviously,

{g*(a:) if f(r) € B;,f;(x) for r € (0,7),
g~ (z) if f(r) € B, (x) for r € (0,7).

In case (b) we know that
1
g (x) = §(g+(m) +g (z)) foralze J,N B, (x).

Since ¢ B (@) and g| B () 8T€ continuous, we obtain that g™ and g~ are continuous in J; N
B,,(x) and thus g* is continuous in J; N By, (x). Hence, we get in case (b) that

9" (zn) = g% () asn — oo.
Summing up, we define the limit

*(x) if case (i) or case (ii) (b) holds,
i) (a) holds with x,, € B} (2) for all n > N, (6.39)

g
gr(r) = gt (z) if case (ii)
g~ (x) if case (ii) (a) holds with =, € Br_x () for all n > N

—~
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for the sequence (x,) approaching to x on the curve given by f and some N € N.

Now, for the sequence (X, (t,s,2)) we know that it lies on some continuous curve given
by the continuous function Ry s, with left limit R s,(0) = X(¢,s,x). Thus, we obtain

g (Xp,(t,5,2)) = gr,..(X(t,5,2)) asn— o0

for HN=1-almost all z € ©, which we abbreviate to §(X (¢, s, z)) in the following if it is clear on
which continuous curves Ry s, the points X(¢,s,x) are approached. The so-defined function
g(X(t,s,-)) is measurable as the pointwise limit of measurable functions ¢*(X,, (¢, s,)). This
limit will appear in the one-sided directional derivative of G in the case that (6.11) holds
which will be shown in the following subsection.

6.3.5. One-sided directional differentiability of ¢

As pointed up in the previous subsections, our aim for this subsection is to show one-sided
directional differentiability of G at some vector field b € V5 with p > 1 in the case that the
initial value uy € Up and the functions Yy, € Y, k € {2, ..., K} satisfy condition (6.11). For the
proof of this statement, we need to restrict us to vector fields b € V§ which are continuously
differentiable instead of Lipschitz continuous in the spatial variable, i.e. we consider vector
fields

be VENLY(0,7),CM ()Y withp>1

in this subsection. We start with some auxiliary lemma.

Lemma 6.3.7 Let g € BV(Q) and let b € L'((0,T), Lipo(Q))Y N LY((0,T),C (2)N. Then,
for s,t € [0,T] we have that

V(g(X(t,s,7)) = (VX(t,5,) (V) (X(t,s,-)),
where X denotes the unique flow of b.
Proof: We know from Theorem 5.1.12 that
(g% p)(X(t,s,7)) = (X(t,s,-)) in BV(Q)
as € — 0. Thus, we obtain using Lemma 5.1.10
V(g(X(t, S, ))) = V(g * ps(X(tv S, )))
= (VX(t,5,) V(g *pe)(X(t,s,))
= (VX (t,5,) (Vo) (X(t,s,) in M),

O
For the main statement, we consider vector fields b,b € Vb N L1((0,7),C(Q))N with p > 1
and set the vector fields )
b, :=b+ zb with z € (0,00)

and unique flows X,. Then, we define the following terms for ug € Uy and Yy € Y with
ke{2,...,K}:

Gy = % (1.8,4(B)(t5.)) and (6.40)
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Gk = (Vi(X (1, 0,-)), Spp(D) (g, ) - (6.41)
With these definitions we turn to the main result of this subsection.

Theorem 6.3.8 (One-sided directional differentiability of G) Let p > 1 and uy € Uy
aswell as Yy € Y fork € {2,...,K}. Furthermore, let b,b € VENLY((0,T),CH(Q))N. Assume
that

K
Tup N U Iy (X(ty,0,)) = A with HN_l(A) >0 (6.42)
k=2

holds. Then, G is one-sided right directional differentiable with derivative

K
d+G(b, 5) = Z(Gl,k — Gap)
k}:{? S B N
=3 <1, S, () (t, .)> — (Va, Sy (Bt ) -
k=2

Proof: For b,b € V5N LY((0,T),C* Q)N we take a sequence (z,) C (0,00) with 2, — 0
and consider b,, = b+ z,b. Obviously, (Hbzn HLP((O,T),Lip(Q))N> is bounded and
b, —b in LP((0,7),CY Q)N and divb,, — divb in L'((0,T),C(Q)).
As in the proof of Theorem 6.3.4, we obtain

(B0 t) ~ Vi L0 )0 ~ ) — E0)(01) ~ Vi L))~ i)
_ 00+ L) = 20 L)t — LO) (. ) 613
and split term (6.43) into two terms: :
(L by 1) + D0) ) — 2V, Llbey (1) — L)1)
(L)t L. L) 1) — LO)01.) .40
(20 Ll ) L0k} 655
For term (6.44) we obtain that :
(b)) - O W) ) = B0 ) (3 5 0) (010

as n — 0o. Now, for term (6.45) we deduce using Lemma 6.3.3, Lemma 6.3.7 and Lemma
5.1.10

(2Yy, L(b., ) (ty,-) — L(b)(tx, "))

Zn
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1 tg
—9 / <Yk* (Xr,n(tk, O, ))I;(S, Xr,n(sa 0’ ))ef:k div(b+7’znl~1)(T,Xr,n(T,O,-))dT
0 0
VX (0,5, Xpn(5,0,2)) T, Vg ) dsdr

tr

Lo / (Bls, X (5,0, )T (X (1,0, el WOCXEONG X (0,5, X(5,0,)) T, g ds
0
= —2(Vi, Sps(0) (t )
(6.47)
as n — oo since
E(S,Xr,n(s, 0733))6[;& div(b—ﬁ-'r‘an;)(T,Xr,n(T,O,x))dTVXnn(O’ s,Xm(s,O,x))T
= B(s, X (5,0, 2))els" BOEXE0O0)MArg X (0,5, X (5,0, 2))
as a composition of continuous functions and
Y (X (tr, 0,7)) = Yi(X (t,0,-))  for HY Lalmost all z € Q
as n — 0o. Summing up, we have
el 26O 2 (48,0010, — (T Sp00) (1)
=G — Gop
as n — oo.
O
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7. Gradient representation and optimality
conditions

In this chapter, our aim is to find a gradient representation of the tracking term G of our objec-
tive function. Such a gradient representation is normally obtained by using a duality relation
between solutions of the investigated partial differential equation and its adjoint equation.
In our case of the forward transport equation, the adjoint equation is given by the following
backward continuity equation

Ow +div(bv) =0  in (0,T) x Q,
o(T,) =vp in .

The duality relation then yields a gradient representation involving solutions of the adjoint
equation. Beside this adjoint based representation we give a second representation of the
gradient based on solutions of the following backward transport equation

Ow + div(bw) — wdiv(b) = 0 in (0,7) x €,
w(T,-) =wpr in Q.

We obtain this representation in the same way via a relation between solutions of the forward
and backward equation. The second gradient representation, however, is more complex since
it contains an additional term compared to the first one. But this second representation can
be interesting for numerical applications: for its computation only the solution of a backward
transport equation is needed which simplifies the numerical code since only a solver for the
forward transport equation needs to be implemented which then can also be used for computing
the solution of the backward transport equation.

In the second part of this chapter, we apply the results of the previous chapters to give
necessary optimality conditions of first order for the optimal control problems presented in
section 4.2 under some stricter assumptions on the involved functions. We use the gradient
representations of the first section to formulate these conditions.

7.1. Relations between forward and backward equations and
gradient representations of ¢

The first section contains three subsections: in the first one, we present some results about
existence, uniqueness and stability for the backward adjoint equation as well as for the back-
ward transport equation for final values vy and wr with some specific regularity which have
not been presented so far in this thesis. In the second subsection, we first give general relation
results involving general measure solutions and smooth solutions of both backward equations.
In a second step, we use these results to prove relations for special measure solutions and
solutions of the backward equations with less regularity. In the last subsection, we will apply
these relations to obtain the two above mentioned representations of the gradient G.
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7. Gradient representation and optimality conditions

7.1.1. Adjoint equation and backward transport equation
We start this subsection with a closer look on the following forward continuity equation

Oru + div(bu) =0 in (0,7) x €,

u(0,-) =up inQ (7.1)

with some initial value ug € L*°(£2). For this equation we have the following result about
existence and uniqueness of solutions.

Theorem 7.1.1 Letug € L>®(Q) andb € V1. Then, the unique solutionu € C([0,T], L*=°(Q)—
w*) of (7.1) is given by

u(t, ) = uo(X (0, ¢, z))e” Jo Vb X(stadds g (4 2y € [0,T] x Q. (7.2)
In particular, if up € C(2), then u € C(]0,T] x ).

Proof: We prove this statement by using Theorem 5.2.3 and by showing that the unique
measure solution is absolutely continuous with respect to the Lebesgue measure £V. We
consider the initial measure pg = ugL"Y. Then, the partial differential equation (7.1) is equal
to the partial differential equation (5.18) if we choose g = f = 0. Therefore, Theorem 5.2.3
yields that the unique solution of (7.1) is given by

p(t,-) = po(X(0,£,-)) = uo(X(0,¢,-)) LN (X(0,1,-))
for all t € [0,7T]. Incorporating the relation (5.21) in Remark 5.2.4 gives us
p(t, ) = ug(X(0,¢,-))e Jo dvbX st Dds pN g )N for ¢ € [0, 7).
We obtain for the Radon-Nikodym derivative u: for all ¢ € [0, 7]

T .
||u(t, ')||L°°(Q) < ||u0||LOO(Q) oo 1divb(s,)lleayds

and since p € C([0,T], M(2) — w*), i.e.
(u(t,) — u(s,"),p) -0 ast—s
for any ¢ € Cy(£2), we obtain that
(u(t, )LN —u(s, )N, p) -0 ast—s

for any ¢ € Cp(£2). Since C.(2) is a dense subset of L*(Q2), we conclude that v € C([0,T], L>(£2)—
w*). Finally, if up € C(Q2), we immediately obtain that u € C([0,T] x §2) as a composition of
continuous functions.

O
For the general duality relation, we need the adjoint equation of the forward transport equation
which is the backward continuity equation, i.e. we consider

O + div(bv) =0 in (0,7) x £,

o(T,)=vr inQ (7:3)
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7.1. Relations between forward and backward equations and gradient representations of G

with final value vy € C(Q). Using Theorem 7.1.1 and a time inversion ¢’ — T — ¢ yields that
the unique weak solution v € C([0,T] x Q) of (7.3) is given by

v(t,x) = UT(X(T,t,:c))eLT divb(s. X(s,tx)ds  for (¢ 1) € [0,T] x Q.

For the duality statements we also need a stability result for solutions of the backward adjoint
equation.

T
Lemma 7.1.2 Let 1 <1 < oo and let (b,) C V! be a sequence such that (f L(bn(t, '))dt> is
0

bounded,
bp — b in L0, T),C(Q)Y and divb, — divb in L*((0,T),C(Q))

for some b € V! as n — oco. Furthermore, let (vr,,) C C(Q) be such that vy, — vr in C()
for some vy € C(2). Then, we have for the unique solutions v, of (7.3) with vector fields by,
and final values vr,y, that for any t € [0,T]

up(t,) = v(t,:) inC(Q) and v, v inL"((0,T7),C(Q))
as n — oo, where v denotes the unique solution of (7.3) with vector field b and final value vr.
Proof: We know that for ¢ € [0, T
T 5.
Un(t, ) _ UT,n(Xn(Ta t, -))eft div br (5, Xn(s,t,))ds

and -
’U(t, ) _ ’UT(X(T, t, ))eft divb(s, X (st,))ds

Then, using Lemma 5.1.9, we obtain that
vn(t,) = v(t,:) in C(Q)
as n — oo. Since

T .
||Un(t, )”C(Q) S Sug ||UT7n||C(Q) ef() Hleb7L(37 )”C(Q>d8 < 00,
ne

Lebesgue’s dominated convergence theorem finishes the proof of the statement.

O
As mentioned in the introductive text of this chapter we give a further representation of the
gradient GG based on solutions of the backward transport equation

Oyw + div(bw) — wdiv(b) = 0 in (0,7) x €, (7.4)
w(T,) =wpr in{ .
with final values wy € C() and vector fields b € V!. Using Theorem 5.1.11 and a time
inversion ¢’ — T — t yields that there exists a unique weak solution w € C([0,T] x Q) of (7.4)
given by
w(t,x) = wp(X(T,t,z)) for (t,x) € [0,T] x L.
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7. Gradient representation and optimality conditions

Lemma 7.1.3 Let 1 < r < oo and let (b,) € L'((0,T), Lipo(Q))N be a sequence such that

T
<f L(by,(t, '))dt> is bounded and
0

by = b in L1((0,T),C(Q)Y

for some b € L'((0,T), Lipo(Q))Y as n — oo. Furthermore, let (wr,) C C(Q) be such that
wrn, — wr in C(Q) for some wr € C(Q). Then, we have for the unique solutions wy, of (7.4)
with vector fields by, and final values wr ., that for any t € [0,T]

wp(t,) = w(t,) inC) and w, —w inL"((0,T7),C(Q))

as n — 0o, where w denotes the unique solution of (7.4) with vector field b and final value
wr.

Proof: The statement can be proven in the same way as Lemma 7.1.2.

7.1.2. Duality relations between measure solutions and solutions of backward
equations

In this subsection, we present two main relations: the first one is in a general form, where
general measure solutions of

O + div(bp) + gu+ f =0 in (0,7) x 0,

W(0.) = on (75)

and continuous solutions of the adjoint equation as well as of the backward transport equation
are involved. In the second one, we give a generalized result of the first one for special
measure solutions descending from the Fréchet derivative of the control-to-state operator and
for solutions of the two backward equations with BV -regularity in the spatial domain. We
start with the first duality relation.

Theorem 7.1.4 (General relations) Letp > 1 and letb € VP as well as g € L*((0,T), Lip())

and f € L"((0,T), M(Q)) for some r > 1 such that

t— <f(t7')790>

is measurable for any ¢ € C(Q). Furthermore, let € C([0,T], M(Q2) —w*) be a weak measure
solution of (7.5) with initial data po € M(Q). If v € C([0,T] x Q) is a weak solution of (7.3)
with final data v € C(2), the following duality relation holds for 0 < s <t <T':

[ ettia) dute @) = [ ols.2) duts (o) - / [ oo drte @iz
s Q

¢ ¢ (7.6)

~+

— /U(z,a:) (divb(z,z) + g(z,x)) du(z,-)(z)dz.
Q

S
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7.1. Relations between forward and backward equations and gradient representations of G

Furthermore, if w € C([0,T] x Q) is a weak solution of (7.4) with final data wr € C(£2), we
have the following relation for 0 < s <t <T':

w(t,z) du(t,)(@) = [ wis,z) duls 202) df (2, ) (@)dz
/ / o] [
Q

// z,x)g(z,x) du(z,-)(z)dz.

For the proof, we need two auxiliary lemmas which are presented in the following.

Lemma 7.1.5 Let 0 € M(Q2) and p be the standard mollifier. Then, the sequence (oy) C
C>(Q), given by
On = 0% pi/nl

satisfy
(onlN —0,0) =0 forallp e C(Q) and [0l | ) < lolo)
for alln € N.

Proof: The proof can be found in the appendix.

Lemma 7.1.6 Let 1 <p < oo and let f € LP((0,T), M(Q)) such that

t (ft0) )

is measurable for any ¢ € C(Q2). Then, there exists a sequence (f,) C C®((0,T), L*(Q)) such
that for anym € N f,(t,-) € C™(Q2) for almost allt € (0,T) and for any ¢ € L>=((0,T),C(Q))

T
/|<fn(t,')—f(t,-),go(t,-)>| dt =0 as n — 0o.
0

In addition, || falltoqo.1),01 @) < IF Lo (o,m),Mm)) for all n € N.

Proof: The proof can be found in the appendix.
With the aid of these lemmas we are able to prove Theorem 7.1.4:

Proof: Due to Lemma 5.2.2, we take a sequence of vector fields (b,) C C°°((0,T), CiH ()N
with m > 2 such that

anHLp((O,T),Lipo(Q))N <C
for some C' > 0 and

by — b in LP((0,T),C(Q)N aswell as divb, — divb in L'((0,T),C(Q))
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7. Gradient representation and optimality conditions

as n — oo. In the same way, we find a sequence (g,) C C*°((0,7),C™(2)) such that
190l L1 (0.7), Lip(e)) < € for some C' >0 and g, — g in LY((0,T),C(Q)).

Beside these sequences, we choose sequences (uo,) C C*(Q) and (vry,), (wry,) C C*(Q)
such that those are convergent: the first one such that

{(0,n5 ) — (0, P)

as n — oo for any ¢ € C(Q2) and the other ones with respect to norm-convergence in C(£2)
and limits vy € C(Q) and wr € C(Q), respectively. Finally, due to Lemma 7.1.6 and the fact
that f € L"((0,T), M(Q)) for some r > 1, we find a sequence (f,) C C*((0,T), L'(2)) such
that

T
/\(fn(t,-)—f(t,-),<p(t, N| dt =0 asn— oo
0

for any ¢ € L*°((0,7),C(22)). Hence, we conclude for the sequence of unique solutions (f)
of the inhomogeneous continuity equation with vector fields b,, g, and inhomogeneous terms

fn:

< (o = p0, (X (8,0, )¢ Jo #2X (500 )

+ O (a0, e S e o005 (1,0,.)pe = le-X 0.

c(©Q)
t

" / (Fals,) =[50 (X (15, e S olrX(msary g

ds

0
t
t t
4 [ 15, ey [t 5, e oo x5, e Batr Xt
0

—0 asn— oo
for any ¢ € C(2) and for all ¢t € [0,7], where u denotes the unique weak solution of the
same equation with vector field b, g and inhomogeneous term f. In addition, due to Lemmas
7.1.2 and 7.1.3, the sequences of unique solutions (v,) and (w,) of the backward continuity
and transport equation with vector fields b, and initial values vy, and wr, converge in

L™((0,7),C(92)) with 1 < r < co to the unique solutions of the same equations with vector
field b and initial values vy and wr, respectively. These solutions, given by

t
pin(t,) = 0,0 (X (0,1, -))e ™ Jo 90 Xnlst)ds / Fals, Xn(s, t,))e™ Js onmXn(rtNdr g
0

vn(t, ) = v (Xn (T, t, ))edi divba(sXnstDds  and g (2, ) = wrn(Xn(T,t,))

are obviously smooth as a composition of smooth functions. Thus, we conclude for pu, and v,:

0=v, (8t///n + div(unbn) + gnln + fn) + ln (atvn + div(vnbn))
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7.1. Relations between forward and backward equations and gradient representations of G

= Un (815/1% + Vg - by + pin dlv(bn) + Gnpin + fn) + tn (8tvn + Vo, - by + v, dlv(bn))
= at(vn,un) + div(vnﬂnbn) + (div(bn) + gn)vnﬂn + Unfn‘

Integration by parts over (s,t) x €2 yields

0= [ vt dia(@)(e) ~ [ vns,3) din(s)(2)

Q Q

// (divby(z,z) + gn(z,2)) vn(z, ) dpn(z dz—i—//vn z,x) dfp(z,)(z)dz

Now, we obtain for the first two terms with z € {s,t} using Lemma 7.1.2

[(pn (25 ) 0n(2,0)) = (02, -), 0(2, D < a2 )l ey lon(z, ) = v(z )o@
+ (2, ) = p(z, ), 0(z, )]
< Clloalz,) = vz )o@
+ Kpn(2) — u(2),v(z, )] -

The right side above converges to zero as n — oo. For the third term we conclude

/ [{n (2, -); (div bp (2, ) + gn(2, ) vn(2,-)) = (2, ), (divd(z, ) + g(z,-)) v(z,0))| dz

s

<sup sup |[un(2, ')HM(Q) [(div by, + gn) vn — (divd + g) 'UHLI((U,T),C(Q))
neN z€[0,T

+ / |<Mn(za ) - ,LL(Z, ')7 (diV b(z7 ) + g(zv )) U(Z, )>| dz — 0.

Finally, for the last term we get:

t

/|<fn(za ),n(z,0)) = (f(2,0),v(z2,7))] dz < ”fHLT((O,T),M(Q)) [[on — UHLT’((o,T),C(Q))

S

* / [(fn(2:7) = f(z,9),0(z,-))| dz— 0

as n — 0o. In a similar way, we deduce relation (7.7) for the functions p and w.

O
In the successive generalized relation statement involving the solution of the adjoint equation,
the third term on the right side in (7.6) will vanish since g will be equal to — divb. But this
is not valid for the third term on the right side of the relation (7.7). However, we deduce a
simplified relation in this case if the measure solution has the initial value pp = 0 in M(Q).
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7. Gradient representation and optimality conditions

Corollary 7.1.7 Let the assumptions of Theorem 7.1.4 hold. If uo = 0, then the relation
(7.7) is of the form

[wit.a) du(t,~><x>=/w<s 2) du(s // 2,2) df (2, ) (@)dz

) (7.8)
/// 2, w)g(z ) P ICXEEDNT gf (r X (1, 2, )) (@) drd.

Proof: Due to Remark 5.2.6, we know that in this case
_/f(r,X(r,z, ))e S o Xm0 gy

Inserting this equation in (7.7) yields the statement.

O
Our aim for the successive subsection is to use such relations to get two representations of
the gradient of G. In the case where we want to apply the theorem, the measure solution
u is given by the Fréchet derivative of the control-to-state operator L at a given vector field
b € VP and thus, the measure descends from the derivative of a BV -function. Consequently,
the product with some other BV -function is well-defined as we have shown in subsection 6.3.1
and we can improve the previous statement for this case.

Theorem 7.1.8 (Relations for Fréchet derivatives of L) Let p > 1, > N, b € VP,
ug, vy, wy € L®(Q) N BV(Q) and let b € VP9 N L2((0,T) x QN.  Furthermore, let v €
C([0,T],L>*(22) — w*) and w € C([0,T], BV(Q2) — w*) be the unique weak solutions of the
adjoint equation (7.3) and of the backward transport equation (7.4), respectively, both with
vector field b. Then, the duality relation (7.6) of Theorem 7.1.4 is also valid for pz = p,b(g) €
C([0,T), M(2) — w*) and v, i.e. for 0 < s <t <T it holds

[ v t) digt, o) = / o (5,3 dpigls, ()

Q

// z,2)b(z,x) dVL(b)(z,-)(x)dz.

Furthermore, for ug and w, the following relation holds for 0 < s <t < T':

/w*(tja:) dpy(t, ) (z)
0

:/w (s,2) dpg (s, // (z,2)b(z, ) AVL(b)(z, ) (x)d=

// (z,2)b(z, x /dlvb r, X(r,z,x))e J2 divb(rX(rz2))dr g, dVL(b)(z,-)(x)dz
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7.1. Relations between forward and backward equations and gradient representations of G

t

// (z,) /le b(r, X (r,z,x))e J2 divb(rX(rz@)dr g, dVL()(z,-)(z)dz.

Proof: Our aim is to use Theorem 7.1.4 to prove the statement. Therefore we smooth the
final values vy, = vr * p; /n|Q, WTy, = WT * Py /n|Q and obtain that the smoothed solutions
Un, Wy, € C([0,T] x Q) are given by

Un(t, ) = v (X(T, 8, 2))eli WX (tadds  ang (¢ 2) = wyn (X (T,t,2))
for (t,z) € [0,T] x Q. Furthermore, we know that g = —divb € L'((0,T), Lip(Q2)) and that f
is given by

F=0-VL®) € LP((0,T), M()).

We need to show that ¢ — (f(¢,-),¢) is measurable for all ¢ € C(€): we know that VL(b) €

C([0,T], M(Q)—w*)N and since b € LP((0,T), CO(Q)) we find a sequence of simple functions

(br) C LP((0,T),Co(Q))N such that by(t,-) — b(t,-) in Co(Q)N as k — oo for almost all
€ (0,7). Thus,

is measurable since by (t,-) € Co(Q)" for almost all ¢ € (0,T) and by, is simple. Then,
4

t= (bx(t,-) - VL)(L, ), ) = (VL(b)(t,-), bi(t, -))
t = (b(t,-) - VL)(t,-), o)

is measurable as the pointwise limit of measurable functions. Now, applying relation (7.6)
yields

[ entto) dut. @) = / 0n(5:2) dug(s, )(x)

Q

/ / (z,2)b(z, ) AVL(b)(z,)(x)dz.

Since pj = p,b(B) has initial value pg = 0, we apply Corollary 7.1.7 and obtain from relation
(7.7)

/ wn(t, ) dpsg(t, ) ()

Q

/ wn(s, ) dpg(s, / / wa(z,2)b(z, ) AVL()(2, )(x)dz

Q
—///wn(z,x) divb(z,m)efrzdiVb(T’X(T’Z’x))dTINJ(r,X(r,z,x)) dVL(b)(r, X (r,z,-))(x)drdz.

(7.10)

For term (7.10) we conclude by switching the order of integration

///wn(z,x) divb(z,:v)efrzdiVb(T’X(T’Z’x))dTB(T,X(r,z,x)) dVL(b)(r, X (r, z,-))(x)drdz
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/ / wp o (X(T,r, ) divb(z, X (2,7, z))elr WEXEra)dry o oy av L(b)(r, <) (z)drdz
Q

I
m\“
1\(* m\“ =)

wy, (r, 2)b(r, ) div b(z, X (2,7, x))ef divb(r X (rr@)dr 47 1,(b) (r, -) () dzdr

wy (r, 2)b(r, z) div b(z, X (2, 7, x))ef divb(r.X(rr@)dr g7 1L(b) (r, -) (@) dzdr

/% 2)b(r,
Q

¢
/wn r,x)b /leb z, X(z,r, x))ef divb(r X (rra)dr qo 47 L(b)(r, -)(x)dr.
Q

_l’_

fﬂ\ﬁ_ o\

divb(z, X (z,7m,x))e J7divb(r X (rre))dr g, dV L(b)(r,-)(x)dr

\“

_|_

%\“ o\

On(t, ) = vpp(X(T,t,2)) = vp(X(T,t,x)) = 0"(t,x) and wy(t,x) = w*(t, )
for all ¢ € [0, 7] and for H¥~1-almost all = € Q,
on(t,2)| < flrllpec)  and  Jwn(t, )] < flwr| oo

for all (¢t,z) € [0,T] x Q and for z € [0, T
pi(ene) = = [ I IO X (1,2, (VIO (X 20),
0

Lebesgue’s dominated convergence theorem yields the statement.

7.1.3. Two representations of the gradient of G

The second relation statements about unique measure solutions of the forward equation (7.1)
and unique solutions of the backward continuity and transport equation enable us to give two
gradient representations of the derivatives of G and G at some vector field b € V}: one adjoint
based and a second one based on the backward transport equation. These representations are
presented in the following theorems.

Theorem 7.1.9 (Adjoint based gradient representation) Let p > 1, ug € Up, Yy € Y
fork € {k,...,K}, p be the standard mollifier and € > 0. For vector fields b € Vi, the Fréchet
derivative DyG.(b) has the following adjoint based representation

K
DyGe(b) = =Y 0xVL(D). (7.11)

k=2
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7.1. Relations between forward and backward equations and gradient representations of G

Here, the functions O : [0,T] x @ = R for k=2,...,K are given by

b (t,2) vpe(t,x) if 0 <t <y,
D ,x) =
e 0 ifty <t <T,

where v . are the weak solutions of

(o)t + div(vb) =0 in (0,t5) x Q,

_ (7.12)
Vke(th, ) = Fope in

with
Fose@) = [(Lb)(tr,2) = Vool = 2) d fora 2
Q

If

K
Tup N U ij(X(tk,0,~)) = A with HN_I(A) =0
k=2

holds, then the Fréchet derivative DyG(b) has the following adjoint based representation

K

1 ~ 3

DyG(b) == [21;,@1VLU3 (b) — UMVL(b)] : (7.13)
k=2

where for k =2,..., K the functions 051,052 : [0,T] x Q@ — R are given by
. vpa(t,z) f0<t<ty, vra(t,w) if 0 <t <ty,
Uk,l(tv 1‘) = . vk,2(t7 .SU) = .
0 ifty <t <T, 0 ifty <t<T.
Here, vy 1 are the weak solutions of

('Uk,l)t + diV(?}ka) =0 mn (O,tk) X Q,

7.14
Vg1 (ty, ) =1 in €2, (7-14)

and v o are the weak solutions of

(vk2)e +div(veeb) =0 in (0,4) x Q,

7.15
vga(te, ) =Y in Q. (7.15)
Proof: For k € {2,..., K}, we use Theorem 7.1.8 and we set t =, s =0 and

T 4.
Ve = Fope(X(te, T,-))e Sy, div b(s, X (s,T,7))ds

Then,
T .
eftk div b(s,X (s,tg,"))ds

Ve(trs ) = v g e (X (T, Ly, -))
- ftz div b(s,X(s,T,X(T,tk,-)))dseftz divb(s,X (s,tr,))ds

141



7. Gradient representation and optimality conditions

and we obtain for b € VB0 L>®((0,T) x Q)N:

K
DbGa(b)i) = Z(Fb,k,57 Sp,b(l;) (tkv )>

k=2

In the same way, we obtain for b € vh

K
DbG(b>B = Z |:;<17 Sp,b(g)(tkv )> - <Yk*7 Sp,b(i))(tk, >>:|
k=2

K tk ti
-y % / (Wi (1 YB(r, ), VLo (b) (1, ) dr — / (Wi o(r, Yb(r, ), VL(b)(r,-)) dr
k=29 , ]
K _1 A T 1
== |5 [ 01 b0, V@) 0) dr = [ (070950, VLY. )
k=2 0 0

Theorem 7.1.10 (Alternative gradient representation) Letp > 1, ug € Uy, Yy € Y for
k € {k,...,K}, p be the standard mollifier and € > 0. For vector fields b € V},, the Fréchet
derivative DyG.(b) has the following representation

K
DyGe(b) = =Y by VL(D). (7.16)
k=2
Here, the functions Wy : [0,T] x Q@ = R for k=2,..., K are given by

tk z .
N wk,g(t, -f) 1+ f div b(z, )((2:7 t, x))eft div b(r, X (7,t,2))dr dz if 0 <t <ty
Wy e(t,z) = )

0 ifty <t <T,

where wy, . are the weak solutions of

(wk@)t + div(wk"&‘b) — Wke divb=0 mn (0, tk) X Q,

. (7.17)
Whe(trs ) = Fype in

with
Fype(z) = /(Le(b)(tkyz) — Y (2))pe(x — 2) dz  for xz € Q.
Q
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7.1. Relations between forward and backward equations and gradient representations of G

If

K
Tup N U ij(X(tk,O,-)) =A with 'HNil(A) =0
k=2

holds, then the Fréchet derivative DyG(b) has the following representation

K
1 Ak A~ K
DyG(b) == [QWk,1VLug(b) - wk,QVL(b)] ; (7.18)
k=2
where for k =2,..., K the functions Wy 1, W2 : [0,T] x Q@ = R are given by

tk z .
w1 (t, ) (1 + [ divb(z, X (z,t,z))ele dvb(TX(rta))dr dz) if 0 <t <t,
t

12)]671(75, CL‘) =
0 ifty <t<T
and
tk z .
. wio(t, ) | 1+ [divd(z, X(z,t,x))els WOTXTEDMT g, ) 450 <t <ty,
wk,2(t7 ‘T) = t

0 ifty <t<T.
Here, wy1 are the weak solutions of

(wg1)¢ + div(wg,1b) — w1 divb =0 in (0,tg) x Q,

7.19
Wi (e, ) =1 in (7.19)

and wy o are the weak solutions of

(wk’g)t + diV(wk’Qb) — Wg2 divb=0 n (0, tk) x €,

7.20
wi2(ty, ) =Yr  in Q. ( )

Proof: For k € {2,..., K}, we use Theorem 7.1.8 and we set t = t;, s =0 and wr . =
Fb,k,s(X<tk7 T, )) Then,

W e(th, ) = wrpe(X (T, ty, ) = Fope(X(th, T, X (T, th, ) = Fo e

and we obtain for b € V51 L>®((0,T) x Q)V:
~ K ~
DyGe(®)b =D (Foker Spp(0) (tr, "))

tr tr

(wie(r,) [ 1+ / divb(z, X (2,7, ))edr WEX@ra)dr g\ §r ) W Lb)(r, ) dr
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7. Gradient representation and optimality conditions

In the same way, we obtain for b € V5

DyG(b)b

Z[

B 11.) = (37 Sy )0

[\DM—t

ti 123

1 2
2/ wy, 1 (7, ) 1+/diVb(Z,X(Z,T,LL’))€fT divb(r. X (rra)dr g,

T

MMN

’ B(T7 ‘)7 VLu(Q) (b)(T, )> dr
tr tr
- /(wzg(r,-) 1+ /divb(z,X(z,r,x))ef: divb(r X (rra))dr g,

r

o

’ B(T’, ')7 VL(b)(T’, )> dr ]

7.2. Optimality conditions

In this final section, we will apply the results of the previous chapters to give optimality
conditions of first order for the optimal control problems presented in chapter 4. In section
4.2 of this chapter, the existence of minimizing points is proven under spatial BV -regularity
assumptions on the vector fields b. For optimality conditions of first order, we need Fréchet
differentiability of the involved functions, i.e. of the control-to-state operator as well as its
composition with the objective function. Therefore, we need to require stricter assumptions
on the spatial regularity of the vector fields b. We start with the reduced optimal control
problems and the requirements regarded in this section.

7.2.1. Optimal control problems and existence of optimal controls

As in the last two chapters, we require Q C R” as a bounded, open and convex subset with
Lipschitz boundary dQ. In this case, we have that W1°(Q) ~ Lip(2). We consider the
optimal control problems of section 4.2 in a reduced, slightly changed form, i.e. we consider

K T
: 1 2 a 2
min Fb) =5 kZ:ZTk <||LY1(5)(751W )= YkHL?(Q)) +3 O/Fl <||Db(t")”L2(Q)NXN) dt

L8 5 (7.21)
/ L (Joub(t. ey ) e+ 3 [ Ta (Jaiv bt )y
0

s.t. bGSadat
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7.2. Optimality conditions

with regularization parameter o« > 0 and 3,7 > 0. The given functions Yy, k € {1,..., K}
shall satisfy Y1 € Uy and Yy € Y for k € {2,..., K}, where the sets Uy and Y are defined in
Definition 6.3.2. For the functions Y : R — R, k=2,...,. Kand [, : R >R, i=1,2,3, we
demand stricter assumptions than in section 4.2:

(a) the functions Ty : R — Ry are continuously differentiable,

(b) the functions T'; : R — Rg are continuously differentiable, convex, monotonically in-
creasing, in O(z) and
lim T'(z) = oo.

T—r00

Finally, we define for M > 0 the admissible set S™ ad as

St = {6 € V3l Ibll oy + 1l 2oy, captey + 18V Bll 2oy cipgey < M} (7:22)
and the admissible subsets
Sano, = {b € Shgl 0ib € L*((0,T) x )V} (7.23)
and
Sanon0 = {b €Sy a| divb=0}. (7.24)

In section 4.2, we have required one additional technical assumption beside these assumptions.
This assumption aims at the behavior of the vector fields close to the spatial boundary to
enforce zero spatial boundary for any weak*-limit of vector fields of the admissible set. With
our assumptions in this section, this technical assumption is not necessary anymore. This is
a direct consequence of the following theorem.

Theorem 7.2.1 Let (b,) C L*((0,T), Lipo(Q)N with (divbd,) c L*((0,T), Lipo(2))N be
bounded, i.e.

sup (anHLQ((O,T),Lip(Q))N + | div anL%(O,T),Lip(Q))) < 0o.

Then, there exists a subsequence (by,) and a function b € L?((0,T), Lip(Q))N with divb €
L2((0,T), Lip(?)) such that the following properties hold:

(i)

b(t) € conv({b,(t)|n € ]N}w*)w and divb(t) € conv({div b,(t)|n € N} w*)w

for almost all t € (0,T) with respect to the weak*-topology in WhH(Q)N and W1>(Q),
respectively.

(ii) For any measurable set B € B((0,T"))
/bn(t,-) dt = /b(t,-) dt in WhHe Q)N
B B

and
/ divb,(t,-) dt = / div b(t in Whee(Q).
B B
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7. Gradient representation and optimality conditions

(iii) For any measurable set B € B((0,T)) and any monotonically increasing and convex
function g : R — R with g € O(x)

/ 9 (IDb(t, )32 ayven ) dt < liminf / 9 (Dbt ) o gy )
B B

and

/ g (Nlaivo(t, )2y dt < liminf / g (Nivba(t, ) 720y ) .
B B

Proof: The proof works in the same way as the proof of Theorem 4.1.2.

Corollary 7.2.2 Let the assumptions of Theorem 7.2.1 hold. Then, the limit vector field b is
an element of L2((0,T), Lipo(2))™ with divb € L?((0,T), Lipo(R)).

Proof: We know that W1>°(Q) ~ Lip()) compactly imbeds into C(Q2). Hence, for almost
all ¢ € (0,7"), any function

fefaneny”

has zero boundary, since there exists a sequence (fx) C {b,(t)|n € N} C Co(Q2)" such that
fr — f in Co(Q)N. Again, in the same way, for almost all ¢ € (0,T) any function

*
W

f € conv({bn(t)n € N} )

has zero boundary. Thus, b € L?((0,T), Lipo(Q))Y. Applying the argument again for the
divergence proves the statement.

O
Our aim is to show optimality conditions of first order for the optimal control problems given
in (7.21). Therefore, we need the existence of minimizing points of these problems. We state
this result in the following theorem

Theorem 7.2.3 The optimal control problems given by (7.21) for a > 0 and 5,y > 0 attain
its minima in S%ﬁt and in S%ﬁz o for any M > 0.

Proof: The statement can be proven in the same way as Theorem 4.2.4 by using Theorem
7.2.1, Corollary 7.2.2 and the direct method.
O

7.2.2. Fréchet differentiability of the reduced objective functions

Under our requirements on the vector fields and the functions Yy, k € {1,..., K}, we know
from chapter 6, that the function

K

1
br 23 (M )tk ) Vil
k=2
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7.2. Optimality conditions

is Fréchet differentiable as a composition of Fréchet differentiable functions at some vector
field b € SM with respect to convergence of b in L2((0,T), C(R))Y, of divb in L1((0,T), C())
and boundedness in L2((0,T), Lipo () if

K
Iy N U Iy (X(ty,0,)) = A with HY"LA) =0

k=2

holds, where X denotes the unique flow of b. Furthermore, we have the following statement.

Lemma 7.2.4 Let Z be some Hilbert space, g € L*((0,T), Z) and let f : R — Ry be contin-
wously differentiable. Then,

T
H:(0.1),2) >R, gy [ £ (lote)])
0
is Fréchet differentiable with Fréchet derivative
T
D,H(5)g = [ 1 (late. 1) ot .36 ) 2 at.
0

Proof: The proof can be found in the appendix.

The above lemma shows that

T T
o B
0 0
T
5y . 2
47 [T (1 )
0

is Fréchet differentiable at vector fields
be {be Vi abe L*(0,T) x 9N}
with respect to convergence of Db in L2((0,T) x Q)N*N  of 9;b in L?((0,T) x Q)" and of divb
in L2((0,T) x Q).
7.2.3. Optimality conditions of first order for the optimal control problems

We are now prepared for the following result.

Theorem 7.2.5 Let b be an optimal control of the optimal control problems (7.21) lying in
Sé‘éa or in sz\{l,at,()' If

K
le N U ij(X(tk,07')) =A with HN_I(A) =0
k=2

holds, where X denotes the unique flow of b, then the following optimality conditions holds for
both cases
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7. Gradient representation and optimality conditions

(a) _ I .
beSha, DyF(b)(b—b) >0 forallbeSh,,

(b) - o 5
beSiiao DoF(b)(b—b) >0 forallbe Sk, 0

Proof: We show the statement for the first case (a). The proof for the second case works
in the same way. B o
Obviously, the set S%,&s is convex and thus, b+ s(b—b) € S%ﬁt for all s € [0,1] and for any

be 8%7 o, Furthermore, ' is Fréchet differentiable in b and thus also Gateaux differentiable.
The optimality of b then yields

F(b+s(b—1b))— F(b) >0 forallsecl0,1]

and thus,

DyF (B) (b—b) = 6 (F(b, (b— b)) = lim =

s—0 S

Optimality conditions based on the adjoint equation

Using the gradient representation based on the adjoint equation gives us the following opti-
mality conditions of first order:

(1)

(u1); 4 div(uih) —uydivb =0 in (0,T) x Q, (ug); + div(ugh) — ugdivb =0 in (0,T) x Q,
u1(0,-) = Y in Q, u2(0,-) =Y7 in Q.

(ii) For k€ {2,...,K}

(ve1)e + div(kai)) =0 in (0,tx) x £, (vg,2)e + diV(Ukvgi)) =0 in (0,tx) x £,

v (te, ) =1 in Q, oty ) =Y, inQ,
and
5 (t x) _ Uhl(t,l‘) if 0 <t <ty, 5 (t x) _ Uk;72(t,fl:) if 0 <t <ty,
S 0 ifty <t<T, h2Ah 0 ity <t <T.

(iii) For case

(a) be Sé\fwt and for all b € S%ﬁt

0< -

DN |

k=2

K T
S [0k (st ) = Vel ) (0= Dt 0)o (8. 2) d (Vi (t,)) (o)
0 Q
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7.2. Optimality conditions

K T
>/ / 1 (st ) = YelZage) ) (0= B)(t, 2007 5(t. ) d (Vus(t, ) (a)dt
0

k=2

+
Q

I‘/1 (HDB(ta ')HiQ(g)NxN) Dg(t, x)® D(b— B)(t,l‘) dzdt

+

Ot — i Ot — g O —
:0\ 2

3 / (0500, )22 v ) DWb(E. ) - Ou(b — B) (1. ) dcl
Q

+
2

Iy (Hdlv b(t ) divb(t, z) div(b — b)(t,x) dxdt.

HL?(Q)

(b) be Sad8 oand forall b e Sadat

Kk T
o2 [ [0k (luatte, ) = Vel ) (0= Dt a)o (8. 2) d (Vs (e, ) )
k=29 @

2

k=2

Kk T )
+Z//T luate. ) — YilBaey ) (b~ )t 2)65 (1, 2) d (Vua(t, ) (2)dt
0

+
Q

/F’l (IDB(E, ) [ o v ) DbE @) @ D = B)(t, ) dadt
Q

_l’_

St — 5

5 [ [0 (10000 2oy ) 6b.2) 210~ B0 2) dt.
Q

In the above representation, we use for two matrices M;, My € RY*N the notation M; ® Mo
for the sum of the coordinate-wise product of their entries, i.e.

N N

My ® My := Z Z My ;M ;5.
i=1 j—1

Optimality conditions based on the backward transport equation

Similarly, using the gradient representation based on the backward transport equation gives
us the following optimality conditions of first order:

(i)

(u1)¢ + div(uid) —updivb =0 in (0,7) x Q, (uz2)¢ + div(ugb) — uadivb =0 in (0,T) x

u1(0,-) = Y12 in Q, u2(0,-) =Y7 in Q.
(ii) For k € {2,...,K}

(wm)t + diV(wk’ll_)) — Wk,1 divb = 0 in (O, tk) x €,
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7. Gradient representation and optimality conditions

wk,l(tk, ) =1 m Q,
(wk,g)t + diV(wkygi)) — Wg2 divb=0 in (0,tx) x £,
wk,Z(tk) ) = Yk in Q7
and
te -
) w () |1+ [divd(z, X (2,8, @))els AX @) g, | i 0 <t < 1,
wk,l(ta .%') - t
0 ift, <t<T,
ti _ -
R wio(t,z) | 1+ [div b(z,X(z,t,m))eft divb(r. X (rta))dr g, ) if 0 < ¢ < ¢,
W o(t, ) = t
0 ift, <t <T.

(iii) For case

(a) be S, and for all b e SY

| /\

T
//T luats, ) — YilZaoy ) (b — D)t 2t 1 (¢, ) d (Ve (t, ) ()
0

ok

/T Jus(tr) = Vil gy ) (b = D)t 2)f a0, ) d (Vua(t, ) ()i

+
x~

&MN l\DM—l
O\H

+
Q

+

=
Ot — iy Oty O —
{O\ SE -

T ([ Db(t, |72y ) DBt ) @ Db = B)(t, ) dadt

I (Hatl_)@? .)Hi2(ﬂ)N> Orb(t, x) - O(b — b)(t, x) dxdt

+
2

T (Hdw b(t ) divb(t, z) div(b — b)(t, x) ddt.

M)

(b) be Sada oand for all b e Sad(’)t

M=

| /\

+
EMN [\3\)—!

2

T
t// s, ) — Yill2aqey ) (b= D)t 21 (1. 2) d (Vun(1,) ()l
0

/T (ualtes ) = Yilliay) (6 = B)(t )t (0, 2) d (Vualt, ) (o)

10 (Db ) [y ) DI ) © Db = B)(t,) dnde

+
Q
O\q

2
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7.2. Optimality conditions

+

T
g / / T (b0t |72y ) 22b(t @) - (b = B)(t, @) dadt.
0 Q
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A. Appendix

We present here some technical proofs of statements appearing in the previous chapters.

A.0.1. Proofs for auxiliary statements of chapter 5

For the proof of Lemma 5.2.2, we need the following statement.

Lemma: Let O C RYN be a bounded, open and convezx and let
Q. = {x € RN |dist(x,Q) < €}
for e > 0. Then there exists a function f. € C®°(RM)N such that
Q% C f(9)

and f. — id uniformly on compact subsets of RN as e — 0.

Proof: We take a fixed z¢p € Q such that Br(xzg) C €2 for some fixed R. Obviously, Q. is
open and convex. Furthermore, each point in . lies on a line segment

LS(2) := {(1 — Nao + Az| A € [0,1]}.

for some z € 0€).. Due to the convexity of €2, there is a unique z, . € 02 such that LS(2)NoQ =
{zyc}. We define

=l diam(€2.)
:U'E(z) T ‘xr,s _ xO‘ — R

=(C< o for z € 092,

and

Ae == sup p(z) <C.
2€00:

Then, we set
fe(z) = o + Ae(x — 20) for z € RV,

Obviously, f. € C®*(RM)N and A\, — 1 as ¢ — 0. Thus, we have for a compact subset
K c RVM:

|fe(z) — x| = |1 = Ae||z — 20| < |1 —)\€|ma}){<(\x—w0|) —0 ase—0.
T€

In addition, Q. C f-(Q): we have that

and hence
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A. Appendix

Now, we choose for y € LS(z) A, € [0, 1] such that y = A\yz + (1 — Ay)xo. Then for
Ty = (M\yze + (1 — N\y)mo) € Q,
we have
fe(zy) = zo + Ae(xy — 20) = o + Ae(Ayze + (1 — Ay)z0 — 0)
=20 + Ae(Ay(2e — 20)) = 20+ ANy <1(Z — x0) + w0 — 330>

Ae
=x0 + A\y(2 —z0) = v.

Proof of Lemma 5.2.2:
Lemma: Let m € N, 1 <p < oo and g € LP((0,T"), Lipo(£2)).
(i) There exists a sequence (g,) C C*°((0,T),CJ*(2)) such that
gn =g in LP((0,T),C())
and <f0T L(gn(t,-))?P dt) is bounded.

(i3) If g € LP((0,T), Lipo(2))N with divg € L*((0,T), Lip(5Y)), then there exists a sequence
(gn) C C®((0,T),Cy(Q))N such that (fOT L(gn(t,-))? dt) is bounded,

gn =g in LP((0,7),C(Q)N and divg, —divg in L'((0,T),C(Q)).

Proof: We just prove point (i). Point (ii) can be proven in the same way.
Let m € N, g € LP((0,T), Lipp(€2)) and p be the standard mollifier. We set for almost all
te(0,7)
hn(tv ) = (g(tv ) * pl/n) ° f2/n € CE)n(Q)a

where f5/,, denotes the function of the previous lemma. In addition, let (gx) C LP((0,7'), Co(£2))
be a sequence of simple functions such that

gr(t,-) = g(t,-) in Go(Q)

for almost all t € (0,7) and gx — ¢ in LP((0,7),Cp(£2)). Such a sequence exists due to
Theorem 10.4 in [Sch13]. Then, the sequence of simple functions ((gx * p1/n) © fom) C
12((0,T), C(92)) and

(Qk(tv ) * pl/n) ° f2/n - <g<t7 ) * pl/n) ° f2/n = hn(t, ) in C(T)n(Q)

for almost all t € (0,7, i.e. h, is Bochner measurable for any n € N. We estimate for a
multi-index o € N with || < m and for almost all ¢ € (0,7)

1D (e (£, Dl ey < C 1D prymll ey 19 e
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for some C' > 0, independent of ¢t and n and thus h,, € LP((0,7),Cy*(Q2)). In particular for
|a| = 1, we estimate

[ DR (t, Moy < C NP ) ooy < C gt ) Lipe)

and thus
L(hn(t, ) < lhn(t, )lca) < C gl )l Lip) »

where C' > 0 is a constant independent of n € N and ¢ € (0,7"). Hence, ( fo B ( dt)

is bounded in LP((0,7")). Furthermore, due to Theorem 10.5 in [Sch13], we ﬁnd a sequence
(hnk) C C*((0,T),Cy*(82)) for each n € N such that

hp g — hyp, in LP((0,T), Cy*(£2)).

These sequences are obtained by convolution with mollifiers, i.e. hyx := hy * v/, where
v denotes the standard mollifier in R and h,(¢,-) = 0 for ¢ € R\[0,7]. We estimate for
d(t) = ll9(t, )l Lipce

[P,k (85 )| iy < Cdx vy i(t)
and since (d* vy ;) converges to d in LP((0,7)), we know that (d*vy;) is a bounded sequence

in LP((0,7)) and thus, the functions h,,  are uniformly bounded in LP((0,7"), Lip(Q2)) for
n,k € N. We choose k(n) € N such that

<

1
th,k(n) - h”HLP((O,T),C{)n(Q)) n

and set gn, := hy, (n)- Then, we estimate

A

lgn = 9ll e 0,0),0)) < N19n = hnll Lo 0,1),000)) F 1An = 9l Lo 0.1y, 002))

IN

1
=9l 0/m).c00)) -
The right side converges to zero as n — oo since for almost all ¢ € (0,7)
Pt ) > g(t,) i C(Q) and  [[n(t, Mg < Clolt e

and thus, Lebesgue’s dominated convergence theorem shows the convergence.

A.0.2. Proofs for auxiliary statements of chapter 6
Proof of Lemma 6.1.1:

Lemma: Let r > 1 and let (f,) be a bounded sequence in L"((0,T), M(2)). Then, there exists
a subsequence (fy,) and some f € L"((0,T), M(Q)) such that

for = f in M((0,T) x Q).

Proof: We first show that for any ¢ € Cy(Q2) the set of mappings
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is uniformly integrable. For any measurable set B € B((0,7")) we estimate

/ Ut ), 2t < el 1n(ts M oz mnceny |BIY

and thus, the above set of mappings is uniformly integrable. Then, Theorem 3.1 in [CdR04]
yields that there exists a subsequence (f,, ) and some f € L*((0,7), M(£2)) such that

/fnk(t,-) dtﬁ/f(t,-) dt in M(Q)
B B

for any B € B((0,7)). In the same way as in the proof of Theorem 4.1.2 we can show that
f e L7((0,T), M(R)). Tt remains to show that f,, — f in M((0,T) x Q). We take some
@ € Co((0,T) x Q) and since Co((0,T) x Q) € L ((0,T),Co()) we find a sequence of simple
functions

N ()
oi(t) = Z XAy, (t)pr;  for almost all ¢ € (0,T),
i=1

where for each [ € N and ¢ € {1,...,N()}, A;; € B((0,T)) are pairwise disjoint sets with
U; ()Al i =1(0,T) and ¢;; € Cp(€2) such that

/||gol )||C dt -0 asl—0.

Then, we estimate
[(fre = Fr0) < e = fr 0= @) + [(fr, = [ 00)]

< |l fn — f”Lv ((0,7),M(Q ”30 ‘PlHLv (0.1),Co) T [(fr = f500)]
<Cle- (PIHLT'((O,T),CO(Q)) + [(frw = fr 00| (A1)

for some C' > 0 since (fy,) is bounded in L"((0,7), M(£2)). We obtain for the second term
on the right side

’<fnk f)spl </fnk - ) dt,@l’i> —0 asn— oo.

The uniform convergence of the first term in (A.1) and the convergence of the second term

for fixed [ € N yields the convergence of (|(f,, — f,¥)|) to zero as n — oco. Thus, f,, A fin
M((0,T) x Q).
Il

Proof of Lemma 6.1.2:

Lemma: Let g € LP((0,7),C(Q2)) and h € L1((0,T), M(2)) with 1 < p,q < co. Then the
product gh : (0,T) — M(RQ) is weak*-measurable. In addition, if % + % =1, then gh lies in
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LY((0,T), M(2)) and if ¢ = oo and p are arbitrary, then gh € LP((0,T), M(Q)).

Proof: For almost all ¢ € (0,T) the product g(¢,-)h(t,-) lies in M(Q) since the product of
a continuous function and a Radon measure is a Radon measure. Furthermore, g is Bochner
measurable with respect to H-HC(Q), i.e. there is a sequence (gy,,) of simple functions

gn = Z XAn,i (t)gn,la
=1

where A, ; C (0,T) are Lebesgue measurable sets, pairwise disjoint and g,; € C(Q) for all
i=1,...,k(n) and n € N such that
gn(t,") — g(t,) in C(Q)

for almost all t € (0,7"). Then the product (g,h) is a sum of weak*-measurable functions,
since for p € Cp(R)

t e (XA (Dgnih(t, ), 0) = xa,,(t) (h(t, ), gnig)

is measurable due to the assumptions on h. Consequently (g,h) is weak*-measurable and thus
gh is weak*-measurable since for any ¢ € Cy(2) the function

t— (g(t7 ')h(t7 ')7 @)

is the pointwise limit of ¢ — (gn(t,)h(t,-),¢). As Cp(f2) is separable and the pointwise
supremum of measurable functions is measurable, we conclude that ¢ — ||g(t,)h(t, )| vy 18

measurable. Now, in the case ;1) + % = 1, we estimate:

/ gt Dt gyt < / ot Mooy 15 )l anen

< HgHLp((o,T),C(Q)) 1Pl oo,y Mm(02)) -

Thus gh € L*((0,T), M(£2)). If p is arbitrary and ¢ = oo, we obtain that

/ lg(t, (. )Py

1
P

IN

/ gt Mgy 1t ey d

IN

HgHLP((O,T),C(Q)) ||h”L<x>((0,T),M(Q)) :

Proof of Lemma 6.1.3:

Lemma: Let 1 < p < oo, ¢ > N, g € LP((0,T),Wh4(Q)) N L>®((0,T) x Q) and h €
C([0,T], BV(Q)—w*)NL>®((0,T)xQ). Then the product gh is an element of LP((0,T), BV (2)).
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Proof: Using the fact that BV () N L>°(Q2) is an algebra (see the remark before Definition
3.11 in [AFPOO], the representation of the derivative of the product of two BV (Q2)-functions,
given in Example 3.97 [AFP00] and the representation (4.4) of BV (Q)-functions applied on

functions of its predual, yields the statement in the same way as in the proof of Lemma 6.1.2.
O

Proof of Lemma 6.2.1:

Lemma: Let p be the standard mollifier and € > 0. Then we have:
(i) For o € C([0,T], M(Q2) — w*) such that
te(o(t,), ) € C([0,T]) for any p € C(),

the function

(t,x) — (o(t,-) * pe)(z) = /pe(ac —z) do(t,-)(z), for (t,z) € [0,T]xQ
Q

lies in C([0,T], L1(Q2)) for any 1 < ¢ < 0.
(i) If (o) C C([0,T], M(Q) — w*) such that

sup |(on(t,") —o(t,-), )| =0 asn— oo
te[0,7

for any ¢ € C(R2), where o € C([0,T], M(2) — w*), then
on * peljorix = 0 * peljomxa  in C([0,T7], LY(Q))
for any 1 < q < o0.
Proof:

(i) The function p., considered as a function in R is uniformly continuous and we conclude
that for any ¢ > 0 there is some y(d) > 0 such that

pe(z —2) —pe(y—2)| <6 Va,y,z€Qwith [z —y| <~(d).
Taking the supremum in z yields that

suppe(-—2): 2 =R
z€Q

is continuous. Then, we deduce for a fixed t € [0, 7] and x,y € Q
(o (t, ) * pe)(x) = (o (L, ) * pe)(y)| < / lpe(@ = 2) — pe(y — 2)| dlo(t,-)] (z)

Q

< sup pe( = 2) = pe(y — 2)[ ot )l me -
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Therefore, o(t,-) * p:|o € C(Q) — LI(Q) for 1 < ¢ < oo. In addition, we obtain that for
all z € Q2

(o (t,-) % pe)(@) = (0(s,-) * pe) ()| = [{o(t,-) — o(s,-), pe(x —-))| = O
ast — s and

(o (t,-) * pe) ()] < sup |pe(z = 2)|[lo (£, ) p(a)
z€Q (AQ)

< HPEHC(]RN)tES[%% llo (s )l age -

Lebesgue’s dominated convergence theorem then yields that
o(t, ')*ps_g('S»')*pEHLQ(Q) — 0 ast— s
and thus o * pc|jo 71x0 € C([0,T], L1(R2)) for all g € [1,00).

Using estimate (A.2), we obtain that
sup [{on(t,) —o(t,-), p=(z =) < llpellg@ny sup llon(t,-) = a(t, )l pq)
t€[0,7] t€[0,77]
<C

for some C' > 0 since

sup |lon(t, )| ) < o0
neN,t€[0,T]

due to the uniform boundedness principle. Then, we conclude with Lebesgue’s domi-
nated convergence theorem for any 1 < ¢ < oo

sup L/W<an<u~>*;%»<x>—-<a<u->*/%»<x>w dz

t€[0,T]

Q
q
S / < sup ’<O-n(t7 ) - U(t? ')7p€(x - )>‘> dx
te[0,7
Q
-0 as n — o0.

A.0.3. Proofs for auxiliary statements of chapter 7

Proof of Lemma 7.1.5:

Lemma: Let o0 € M(Q) and p be the standard mollifier. Then, the sequence (o,) C C*°(),
given by

On= 0% piyule

satisfy

(onLN —0,0) =0 forallp € C(Q) and HanﬁNHM(Q) < llollpmee)
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for alln € N.

Proof: Let p be the standard mollifier and set Q = {x € ]RN\dis}(a;,ﬁ) < 2}. Then Qis a
bounded open set containing 2 and we define the measure v € M(Q2) by

v(A):=0(ANQ) for all Borel sets A C Q.
Obviously, we have that
Wl = 191 () = lo] (2) = o]y

We set vy, := v * py, and Theorem 2.2 in [AFP00] yields that o, := v,]o € C*°(£2) and that

v LN converges locally weakly* to v in Q as n — oo. Hence, we obtain for all ¢ € C (Q),
extended in a continuous way to © and ¥ € Cp(£2) with ¢|g = 1:

[on@ita) do = [v@p@ets) dz > [v@iela) dvie) = [ ole) doto)

Q Q Q Q

as n — 0o. Thus, (6,LY — a,¢) — 0 for any p € C(2) as n — oco. In addition, we obtain for
¢ € Co(R2) with [loflo) <1

[on@ieta) ds| =| [vu@ypte) ds| < [ [1o@lpinte —v) dvl )as

Q Q Q
// )| puya(e — y) dzd|v| (y) < /drur )
Q Q Q)

Q
= 1) = ol me)

Taking the supremum over all ¢ € Co(2) with [¢[oq) < 1 yields that o LN (Q) =

HUWCNHM(Q) < HU”M(Q)

Proof of Lemma 7.1.6:
Lemma: Let 1 < p < oo and let f € LP((0,T), M(R)) such that

te= (f(t,-), )

is measurable for any 1 € C(Q). Then, there exists a sequence (f,) C C((0,T), L*(Q)) such
that for anym € N f,,(t,-) € C™(Q) for almost allt € (0,T) and for any ¢ € L*=°((0,T),C(Q))

T
/’<fn(t7')—f(t, ), (t,-))| dt — 0 as n — oo.
0

In addition, ||anLp((0,T)7L1(Q)) < ||f”Lp((0,T),M(Q)) fO’f’ all mn € N.
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Proof: Let m € N and p be the standard mollifier. We define the functions
ha : (0,T) = LNQ), ¢t hy(t,) = f(t,-) * p1ynlo-
Then, due to Lemma 7.1.5 hy(t,-) € C™(2) for almost all ¢ € (0,T") and
(hn(t,") = f(t,),o) >0 asn— oo
for any ¢ € C(€). In addition, for 1) € L () we have
t (hn(t, ), ) = (f(t ), % pijn)

which is measurable for each n € N. Since

T T
[t sy e [0y
0 0

hy, € LP((0,T), L' (£2)) and represents a bounded sequence in this space. Furthermore, Propo-
sition 10.5 in [Sch13] yields that there are sequences (h,x) C C*((0,T), L'(£2)) such that
Bk — by in LP((0,T), L'(£2)) as k — oo. These sequences are obtained by convolution with
mollifiers, i.e. hp := hy * vy, where v denotes the standard mollifier in R and h,(t,) = 0
for t € R\[0,T]. Obviously, hy i(t,-) € C™(§) for almost all t € (0,T") and for all £ € N. We
obtain for these sequences:

T
/ th vy (t, ')Hil(g) dt
0

IN

vi(t = 8) [1hn(s, )71 q) dsdt

vip(t = s) dt [[hn(s, )7

O — 5

IN

Il
Tt T T

(s, 2 gy ds

and thus
||hn,k||Lp((07T),Ll(Q)) < ||hn||Lp((0,T),L1(Q)) < ”fHLp((O,T),Ll(Q))'
We choose k(n) € N such that

/ o t) = s gy <

and set fp, := hy, ). For ¢ € L=((0,T,C(R)), there exists a sequence of simple functions
(¢1) € L¥' ((0,T),C()) such that ¢; — ¢ in L ((0,T), C()) due to Theorem 10.4 in [Sch13].
Denote A;; C (0,T),i € {1,...,K(I)}, the measurable sets on which ¢; is constant with value
@i € C(2). Then, we estimate

T K(1)
/ (hn(t, ) = £t )yt ] dt <Y / (h (), ou)]| dt
0 = 1A“
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+ 21 £l o 0,1y, m00) ler —

Pl om),00)
— 0

as n — oo since the second term converges uniformly in n € N to zero as [ — oo. Thus, we
conclude

T
/ [(Fult,) = £t )plts )] dt < / [t ) = Bt ) (8, )| dt
0 0

T / [(ha(t,) = (), (2, )] dt
0

< ||SOHL°°((O,T),C'(Q))/||fn(tv ) = ha(t )l gy di
. 0

" / [(ha(t,) — g(t, ), p(t, )] d
0

T
HSOHLOO ),C(Q))
< (@) +/| £t ) o(t, )] dt
0

— 0 as n — 00.

O
Proof of Lemma 7.2.4:
Lemma: Let Z be some Hilbert space, g € L*((0,T),Z) and let f : R — Ry be continuously
differentiable. Then,

H:L*((0,7),Z) =R, g— = /f lg( HZ) dt

1s Fréchet differentiable with Fréchet derivative

o= [ 1 (It 1) tott. ). 500, )) 2 .
0

Proof: Let g € L?((0,T),Z). Then, we define the Nemytskii operator
k:LN(0,T)) = L*((0,T)), h+ f'(h),

which is well-defined since f’ € C(R). Then, due to Theorem 7.19 in [DN11], the operator k
is continuous between these spaces. Now, we estimate for s € [0, 7]
T

[ ot -+ sate. 1 = lte. )1

0
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T
=/H|g(t,-)+8§(t, Mz =gt )zl g ) + sg(E, )l z + 19(E )l 2] dt
0

T 12,1
(/g )+ 53(t, ) = gt )l 21 dt) (/g(t,-)+8§(t,-)z+ lg(t, )l dt)
T /2 , 7 ' 1/2
<s (/ N7 dt) (/Q(ta')+3§(ta‘)z+9(ta')zz dt)
0

0
—0

1/2

as § — 0 in L*((0,T), Z). Thus,
T
0/
for any s € [0,1] as § — 0 in L2((0,T), Z). Since

7 (It + 3t 313) = £ (1ot 12)]* < 41 oy

for almost all ¢ € (0,7, we deduce that

7 (lgte.) + 53 )12) - £ (lote.)12) [

converges weakly* to 0 in L>((0,T)) as § — 0 in L2((0,7), Z), i.e.

lott, ) + 3t )12) ~ 7 (It )1) [t =0

T

£ (late) + sa(t.91%) = £ (late.)1%) [ (o) de =0

0

for any h € L'((0,7)). Finally, we conclude
|H (g +g) — H(g) — DgH (g)g]

5 (latt,)+ 366913 ) = 57 (ot )12) — £ (e, )IZ) ote, ), a0, )z d

[ (1t + 592 912) Gatt.) + sat. ). ) 2 ds
0

IA

7 (lgtt, ) + 53t )1%) = 1 (ot )% ] dstat, ), 5t )z de
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0
3 Hf/HC(R) H§HL2((O,T),Z) :

Dividing by (|G| 12((0,1),z) yields

|H(g+rg) — H(g) — DgH(g,9)|

H HL2 (0,7),2)

+5 Hf’HC(R) 191l 20,1y, 2) -

which converges to zero as § — 0 in L2((0,7T), Z).

164

1T 1/2
<< (e, ) + 59 )12) ~ (e )| lote, )12 dtds) 19112079,

1/2
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