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Abstract

We study combinatorial optimization problems related to covering and scheduling
problems. The first chapter considers the Minimum Hitting Set of Bundles problem, a
natural generalization of the Hitting Set problem, that provides an abstract framework
for several scheduling problems. We present a combinatorial approximation algorithm
for the general problem, study the computational complexity of several special cases,
and present polynomial-time algorithms. The second chapter is related to matroids,
which are essential structures in combinatorial optimization. We show how to reduce
a gammoid, a particular type of matroid, efficiently to its underlying structure and
address the implications of our results on related covering and coloring problems on
the intersection of matroids.

The third chapter deals with the Generalized Min Sum Set Cover problem, which
was initially introduced as a theoretical framework for re-ranking web search results.
We study the problem on special types of hypergraphs as well as with different choices
of covering constraints, providing approximation and exact algorithms. In the fourth
chapter, we focus on the Bipartite Flow Scheduling problem, which is closely related to
Coflow Scheduling and models data transfers in processors. We explain the connection
of Bipartite Flow Scheduling to other scheduling and covering problems and give an
overview of existing results.






Zusammenfassung

Wir untersuchen kombinatorische Optimierungsprobleme, welche im Zusammenhang zu
Covering- und Schedulingproblemen stehen. Das erste Kapitel betrachtet das Minimum
Hitting Set of Bundles Problem, eine natiirliche Verallgemeinerung des Hitting Set
Problems, das ein abstraktes Konzept fiir mehrere Schedulingprobleme bietet. Wir
stellen einen kombinatorischen Approximationsalgorithmus fiir das allgemeine Problem
vor, untersuchen die Komplexitéit einiger Spezialfille und présentieren polynomielle
Algorithmen. Das zweite Kapitel bezieht sich auf Matroide, die ein wichtiges Konzept
in der kombinatorischen Optimierung darstellen. Wir zeigen wie man einen Gammoid,
eine bestimmte Art Matroid, effizient auf seine zugrundeliegende Struktur reduzieren
kann und gehen auf die Bedeutung unserer Ergebnisse fiir verwandte Covering- und
Farbungsprobleme auf dem Schnitt von Matroiden ein.

Das dritte Kapitel beschéaftigt sich mit dem Generalized Min Sum Set Cover Problem,
das urspriinglich als theoretisches Framework fiir das Re-Ranking von Suchergebnissen
eingefithrt wurde. Wir untersuchen das Problem auf speziellen Hypergraphen und mit
verschiedenen Coveringbedingungen und présentieren Approximationsalgorithmen und
exakte Algorithmen. Im vierten Kapitel konzentrieren wir uns auf das Bipartite Flow
Scheduling Problem, das eng mit dem Coflow Scheduling Problem verwandt ist und den
Datentransfer in Prozessoren modelliert. Wir erklaren den Zusammenhang zwischen
Bipartite Flow Scheduling und anderen Scheduling- und Coveringproblemen und geben
einen Uberblick iiber bestehende Forschungsergebnisse.
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Chapter 1
Introduction

Optimization is an essential part of our everyday lives. Nowadays, algorithms help us
to find the fastest bus connection or the shortest bike route to our desired destination.
They match us with the closest available Uber driver and rank Google search results
for us in a meaningful way. We can use them to schedule MRI and CT appointments
efficiently, optimize the route of freight transportation, and minimize the running time
of data transfers in a processor.

For most of these optimization problems, we can easily compute feasible solutions.
These could be potential bike routes or bus connections to take, possible pairs of drivers
and customers, or ways to order a list of search results. However, just obtaining any
feasible solution is often not satisfactory since we prefer some solutions over others. We
might be interested in the fastest bus connection, the one with the fewest transitions,
or maybe in one that involves the shortest walking distances. An objective function can
model these preferences by mapping solutions to values, thus making them comparable.
This gives rise to the notion of optimality - a feasible solution of maximum (or minimum)
objective value. But can we always compute an optimal solution efficiently?

Optimization problems become challenging whenever there are more feasible solutions
than a computer can test in a reasonable amount of time. However, in some of these
cases, we are still able to determine an optimal solution efficiently, using a more
sophisticated approach that takes advantage of the problem’s structure. In the 1960s,
Jack Edmonds showed that for some problems, there exist so-called polynomial-time
algorithms that solve them efficiently. A well-known example is the Matching problem.

Unfortunately, this might not be true for all combinatorial optimization problems, as
Stephen Cook and Richard Karp observed. The large majority of problems, the most
famous among them being the Traveling Salesperson problem, seem to be significantly
harder to solve. Whether polynomial-time algorithms for these so-called NP-hard
problems exist is one of the field’s big open problems.

Given an NP-hard optimization problem, we have two choices on how to proceed. We
can solve it to optimality requiring exponential running time, which is only a feasible
approach for solving very small, concrete examples. Alternatively, we can develop
algorithms to solve them in polynomial-time, but not to optimality. In this case, we
would like to have a worst-case guarantee on the quality of our solution. Polynomial-time
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algorithms that find such near-optimal solutions are called approximation algorithms.

This thesis discusses hardness results, polynomial-time algorithms, and approximation
algorithms for covering and scheduling problems. Before giving a high-level idea of the
topics considered, we briefly introduce the terms Set Cover and Scheduling.

Set Cover. In the canonical Set Cover problem we are given a set of n elements
together with a collection of subsets. The goal is to choose as few sets as possible to
cover all elements. In Figure [I.1] the elements are visualized by points, and we are
given seven sets. In this example, a cover is given by the green, yellow and red set since
their union covers all elements. It is optimal, since there exists no cover of size two.

Set Cover has many applications. For example, it can be used to model the following
problem. Assume you need to form a team for checking and refueling an airplane
between two flights. Each worker has individual skills and is trained for a specific set
of tasks. Your goal is to choose the smallest group of workers that is skilled to execute
all assignments. In this application, the points of Figure [[.I] represent the collection of
tasks, and every worker corresponds to a set containing all tasks that he is trained for.
An optimal team of size three is formed by the workers corresponding to the green, the
yellow, and the red set.

Fig. 1.1: Example of an instance of Set Cover. A cover of minimum cardinality is given by
the green, yellow and red set.

Scheduling. To get some intuition for Scheduling problems, we consider a simple
Single Machine Scheduling environment. We are given a set of n jobs that need to be
executed on a single machine. Each job j has a processing time p;, which means that
it must be executed on the machine for p; time units. Some jobs might be more urgent
than others or simply more important, which we model by non-negative weights w;.
A schedule is, in this case, given by an ordering of the jobs in which they should be
processed on the machine. A job’s completion time in a specific schedule is denoted
by C;. Our goal is to find a schedule that minimizes the sum of weighted completion
times.

In Figure[I.2] we are given four jobs with the respective processing times and weights,
and we would like to find an ordering of the jobs that minimizes the sum of weighted



completion times. Two exemplary schedules with corresponding objective values are
depicted on the right. A simple approach, visualized in the first schedule, is to order
the jobs with respect to increasing processing times. Job js completes after time 1,
job jo after time 3, job j; after time 6 and job j3 after time 10. The sum of weighted
completion times is, hence, given by > w;C; =1-1+4-3+1-645-10 = 69.

Ordering jobs just by their processing times completely neglects their weights. A
more advanced strategy, displayed in the second schedule, is to order the jobs with
respect to decreasing ratios % This leads to a strictly smaller objective value of 55. It
turns out that 55 is the optinial value of this example, because the second schedule was
constructed using a scheduling policy called Smith’s rule, which is known to always
construct an optimal schedule in this setting.

Scheduling problems arise in many applications with different settings, making it a
broad class of problems with a wide variety of distinct characteristics. For example,
when building a car, the dashboard has to be installed before the steering wheel, so not
every ordering of the jobs is feasible. This can be modeled by precedence constraints.
Furthermore, one may allow jobs to be preempted and continued later, or not all jobs
might be available at time 0, which can be modeled by release dates. Moreover, we
might have multiple machines or consider a different objective function.

10

|
o =3 ow=1 %

1 2.5 w;Cj =69
j2- pj2:2 w]z:4 : 10
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Fig. 1.2: Example of Single Machine Scheduling with 4 jobs. The sum of weighted completion
times of the first schedule is given by 69 and of the second schedule by 55.

This thesis deals with four different topics. In the following, we give a high-level idea of
the topics and motivate them from a practical perspective. While most of the problems
are inspired by real-world applications, we focus in this thesis exclusively on theoretical
results.
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Minimum Hitting Set of Bundles Problem

Consider a Railway Corridor that is regularly used by freight and passenger trains.
All trains follow a schedule that is adapted once a year, so in particular known far in
advance. Regular track maintenance is essential to prevent train service disruptions
due to technical failures. However, trains cannot operate on the affected section of the
track during ongoing construction work. One advantage of disruptions by maintenance
work is that, unlike unforeseeable disruptions caused by severe weather, they can be
planned well in advance. Our goal is to schedule all maintenance jobs such that the
impact on the train traffic is as small as possible.

The Minimum Hitting Set of Bundles problem (MHSB) mathematically abstracts
this challenge. It is a generalization of the classical Set Cover problem and provides
a framework not only for railway maintenance scheduling but also for several other
scheduling problems. Chapter [2] of this thesis is dedicated to studying the Minimum
Hitting Set of Bundles problem. We give a simple combinatorial algorithm for the
general problem. Motivated by the observation that most applications have a common
underlying structure, we study MHSB on so-called interval and 2-dimensional interval
bundles.

Reduction of Gammoids

Many combinatorial optimization problems, amongst them the famous Traveling
Salesperson problem, can be formulated as Matroid Intersection problems, making
matroids one of the field’s essential structures. A gammoid is a particular type of
matroid, defined on a directed graph.

Chapter [3]shows how to reduce a gammoid efficiently to its underlying structure. The
motivation to study reductions is based on the observation that optimization problems
on simpler structures can be solved more efficiently. If the reduction maintains certain
invariants, the obtained solution is also reasonable for the original problem. We also
address these implications by elaborating on the impact of partition reductions for the
Matroid Intersection Cover problem, which is a special case of the Set Cover problem.

Laminar Generalized Min Sum Set Cover Problem

Search engines like Google or Yahoo! have become an indispensable part of our modern
life by making information instantly available almost everywhere. The number of
search results for a particular keyword can be immense, such that we have to rely on a
good ranking by the search engine. The main challenge is that even people searching
for the exact same keyword might have very different priorities amongst the search
results. This is not only caused by the fact that some words are ambivalent but also
by our interest in different aspects of a keyword.



Additionally, the purpose of a search can vary. In an informational search, a user is
interested in a wide range of search results, whereas, in a navigational search, one is
only interested in finding specific information as quickly as possible.

The challenge of finding a good ranking can be mathematically modeled by the
Generalized Min Sum Set Cover problem (GMssc). In Chapter |4 we study GMSSC on
special families and provide approximation and polynomial-time algorithms for certain
choices of covering constraints.

Bipartite Flow Scheduling

As a result of the technological developments and breakthroughs of the past decades,
large and complex datasets are available to us today. In order to benefit from these big
datasets, for example when predicting natural disasters or investigating new medical
treatment methods, we face a number of challenges. Amongst them is the question
of how to store and transfer data in general. MapReduce, Spark and Dyrad are
frameworks developed for the efficient processing of such large datasets. MapReduce,
for example, does so by distributing the data to multiple systems, processing the tasks
in parallel and aggregating the results afterwards.

This problem can be mathematically modeled by the Coflow Scheduling problem. In
Chapter [] of this thesis, we consider a special case of Coflow Scheduling that has been
studied in the field under various different names. We summarize these results and
elaborate on the connection of this problem to other optimization problems.
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1.1 Preliminaries

We assume that the reader has profound knowledge of combinatorial optimization,
particularly of graph theory, approximation algorithms, scheduling, and complexity
theory. This section’s primary purpose is to fix basic notation and highlight concepts
used throughout this thesis. To make the individual chapters as self-contained as possi-
ble, we deferred most of the definitions that are only used locally to the corresponding
sections.

1.1.1 Basic Definitions

We denote the non-negative integers, non-negative rational numbers, real numbers
and non-negative real numbers by N, Q4, R, and R,. For some integer n € N, we
use the notation [n] := {1,2,...,n}. The n-th harmonic number is denoted by
H(n):=1+3+ % +...4+1= > ken] 7. Given a ground set Q of elements, we denote
the power set of Q by 29 := {X | X C Q}, and the cardinality of a set X by | X|. We
write X C Y if X is a subset of Y. Strict subsets are denoted by X C Y. Two subsets
X,Y are disjoint if X NY = (). We write X UY for the union of two sets and X NY
for their intersection. The symmetric difference of two sets X and Y is denoted by
XAY =(XUY)\(XnY).

The set family X := {X1, Xo,...,X;} with [ € N is called a partition of , if the
sets in A’ are pairwise disjoint and € = J;¢;) Xi. We refer to the sets of a partition
as parts. We say that two sets X, Y C Q overlap if, X NY # () and neither X C Y
nor Y C X. A set family F C 2 is laminar if and only if it is overlap-free, that is,
no two sets in F overlap. Two sets X, Y cross, if they overlap and X UY # Q. A
cross-free family is a set family in which no two sets cross.

A function f : 2% — R is called submodular if for all X,Y C Q

FXUY)+ (X NY) < f(X) + F(Y).

1.1.2 Complexity and Algorithms

The complexity class P denotes all decision problems that can be solved in polynomial
time. By NP we denote the complexity class of decision problems that can be solved in
non-deterministic polynomial time. We say that a decision problem is NP-complete
if it is in NP and all other problems in NP polynomially reduce to it. An optimization
problem is NP-hard if its decision version is NP-complete.

Cook showed that the Boolean Satisfiability problem is NP-complete. Karp
built upon this result by presenting his famous list of Karp’s 21 NP-complete problems.
Three of them play a role in this thesis, namely the Set Cover problem (Hitting Set
problem), the Vertex Cover problem, and the Graph Coloring problem. The question
of whether P=NP is one of the major open questions of the field and one of the seven
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Millennium Problems by the Clay Mathematics Institute . Assuming P#£NP, there
is no hope of finding a polynomial-time algorithm that solves an NP-hard problem to
optimality. Instead, we focus on polynomial-time approximation algorithms. We say
that an algorithm is an a-approximation algorithm with o > 1 for an optimization
problem P with non-negative weights if for all instances I € P

L opr(ry < ALG(n) < a oPT(D),
«

where OPT(I) denotes the optimal objective value of instance I, and ALG(I) denotes
the objective value of the solution obtained by the algorithm. Hence, a polynomial-time
exact algorithm can also be seen as a l-approximation algorithm.

The Unique Games Conjecture (UGC) was proposed by Khot . If P£NP
and the Unique Games Conjecture holds, then this has implications, for example, on
the inapproximability of Set Cover.

Conjecture 1.1 (Unique Games Conjecture )

For any small constants (, 9, there exists a constant ¢ = ¢((,9) such that determining
whether a unique 2-prover game with answers from a domain of size ¢ has value at
least 1 — ¢ or at most 6 is NP-hard.

1.1.3 Graph Theory

We denote by G = (V, E) a graph with vertex set V' and edge set E. We might also
refer to the vertex set or edge set of a graph G as V(G) or V(FE), respectively. If not
explicitly mentioned otherwise, G is a simple graph, that is, a graph without loops
and parallel edges. A multigraph is a graph that may have multiple edges between
the same pair of vertices. The degree of a vertex v in G is denoted by degg(v). To
simplify notation, we omit the subscript whenever it is clear which graph we refer to.
The maximum degree of a graph G is denoted by A(G) := max,cy (g) degg(v).

A graph H = (V' E') is called subgraph of G if V! C V and E’ C E. For some
V' C V, we denote the induced subgraph by G[V']. The union of two graphs
G = (V,E) and H = (V, E’) on the same vertex set is defined by GU H := (V, EU E').
Note that if the edge uv appears in both graphs, G U H contains two copies of uwv.
This implies in particular that G U H is not necessarily simple anymore. Whenever we
are given a graph with non-negative vertex weights, this refers to a weight function
w:V — R,. Accordingly, we define non-negative edge weights by a weight function
w:E— Ry,

Throughout this thesis, we consider various well-known graph classes. A tree is
a connected graph without cycles and a forest is a collection of trees. We denote a
bipartite graph with partitions A and B by G = (AU B, E). A graph is bipartite if
and only if it does not contain an odd cycle. We say that a graph G is layered, if there
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exists a partition of its vertices Vi,...,V; such that G only contains edges between
subsequent layers V; and V; ;1. The line graph of a graph G is denoted by L(G). The
vertex set of L(G) is given by E(G), and two vertices in L(G) are adjacent whenever
the corresponding edges in GG are adjacent. See Figure for an example. Line graphs
have the important property that a so-called matching in a graph corresponds to
an independent set in its line graph. This connection will be particularly useful in
Chapter [5

{4

Fig. 1.3: Example of a graph (black) and its corresponding line graph (gray).

A digraph D = (V, E) is a directed graph in which the edges are ordered pairs. The
pair (v, w) corresponds to an edge from v to w. We disinguish between the in-degree
and out-degree of a vertex. The in-degree of a vertex is denoted by deg™ (v) and the
out-degree is denoted by deg®(v). An in-tree is a directed tree with a designated
sink ¢, such that there exists a directed path from every vertex to t. A collection of
in-trees is called in-forest. In Chapter [4 we refer to a scheduling problem whose
precedence graph is given by an in-forest. General digraphs play an important role in
Chapter (3], where we study gammoids, which are matroids defined on digraphs.

o—b\
>/'t

> > o i/

Fig. 1.4: Visualization of an in-forest, consisting of two in-trees with sinks ¢ and ¢. Note that
deg™(v) = 1 for all vertices besides the sinks.

A hypergraph H = (V, E) is a graph defined on the vertex set V. Every edge of a
hypergraph is a subset of V, that is, £ C 2¥. A hypergraph is called r-uniform if every
edge has cardinality r. Note that simple graphs can also be interpreted as 2-uniform
hypergraphs. A hypergraph is d-regular if every vertex is contained in precisely d
edges. See Figure for an example of a 3-uniform and a 2-regular hypergraph. A
r-partite hypergraph is a hypergraph whose vertex set V' can be partitioned into
parts V1, ...V, such that every edge contains exactly one vertex from each part. Hence,
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every r-partite hypergraph is also r-uniform. A hypergraph is laminar if its edge set
forms a laminar family and cross-free if its edge set forms a cross-free family.

3-uniform 2-regular

Fig. 1.5: Example of a 3-uniform and a 2-regular hypergraph.

Coloring

Given a graph G = (V, E), a feasible (vertex) coloring with k colors is a function
¢ : V — [k], such that no two adjacent vertices are colored with the same color, that
is, (u,v) € E implies c(u) # c(v). A graph is k-colorable if a feasible coloring with k
colors exists. The smallest integer & such that G is k-colorable is called the chromatic
number x(G). A subset V' of vertices forms an independent set if no two vertices in
V' are adjacent. By definition, the color classes of a feasible coloring form independent
sets. Hence, an alternative way to think about a coloring is to interpret it as a partition
of the vertex set into as few independent sets C1, . .., C as possible. This interpretation
will be particularly useful in Chapter [3] when explaining the equivalence of Matroid
Covering and Matroid Coloring. Determining the chromatic number of a graph is
NP-hard. In fact, Graph Coloring is among Karp’s 21 NP-complete problems .

In this thesis, we consider Min Sum Coloring. In the Min Sum Coloring problem,
the goal is to find a feasible coloring, but instead of minimizing the number of colors,
the task is to minimize the sum of colors, that is, minimize ), oy c¢(v). Note that an
optimal solution of Min Sum Coloring may require more colors than an optimal vertex
coloring. A classic example, where an additional color decreases the sum of colors, is
given in Figure|1.6

1 2 1 1
.\2 1 .\2 3

1o 2 1o o !
1./ 2 1 1

Fig. 1.6: Example of a 2-colorable graph. The Min Sum Coloring on the left has value 12,
whereas the coloring with an additional color on the right has value 11.
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In addition to vertex coloring, we also consider edge coloring. Given a graph
G = (V, E), a feasible edge coloring with k colors is a function ¢ : E' — [k], such that no
two adjacent edges are colored with the same color. In other words, if ¢(e) = ¢(e’), then
ene =(. A graph is k-edge-colorable if a feasible edge coloring with k colors exists.
The smallest integer k such that G is k-edge-colorable is called the chromatic index
X'(G). Note that an edge coloring of a graph G corresponds to a vertex coloring of its
line graph L(G). The Min Sum Edge Coloring problem can be defined equivalently to
the Min Sum Coloring problem above. We define the two problems in more detail in
Chapter [f] and explain their connection to the considered scheduling problem.

Matchings

A matching M is a subset of edges, such that no two edges are adjacent to the same
vertex. We say that a vertex v is covered by a matching M if there exists an edge in
M that is incident to v. A matching is maximal if it cannot be extended to a larger
matching by adding another edge. A maximum matching is the largest maximal
matching of a graph. A perfect matching is a matching that covers all vertices of the
graph. A path is called M-alternating if its edges are alternately in M and not in M.
An M-alternating path of odd length whose end vertices are uncovered is called an
M-augmenting path. Proposition [1.2| connects M-augmenting paths to the property
of M being maximum.

Proposition 1.2 ([19} 87])

Let G be a graph and let M be a matching in G. M is maximum if and only if there is
no M -augmenting path.

In this thesis, we only consider matchings in bipartite graphs. Matchings in bipartite
graphs are closely related to the Maximum Flow problem. A maximum cardinality
matching in a bipartite graph G can be found in O(mn), where n denotes the number
of vertices and m denotes the number of edges in GG. For example, this can be done by
applying the Ford-Fulkerson-Algorithm to the following graph. Direct all edges in G
from A to B and add a source s and sink ¢ to the graph. Introduce directed edges from

A B

Fig. 1.7: Example to visualize the construction of the corresponding Maximum Flow problem.
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1.1 Preliminaries

s to all vertices in A and from all vertices in B to t. All edges have unit capacities.
Now, any optimal maximum integral s-t-flow corresponds to a maximum cardinality
matching. See Figure [I.7] for an example. In the weighted case, finding a maximum
weight matching in a bipartite graph is equivalent to finding a minimum weight perfect
matching. The latter can be solved in polynomial time by solving a Minimum Cost
Flow problem on the corresponding flow graph.

Next, we consider the Vertex Cover Problem, another one of Karp’s 21 NP-complete
problems. It is defined as follows.

Definition 1.3 (Vertex Cover)

Consider a graph G = (V, E) and a weight function w : V' — Q4. A vertex cover C' is
a subset of vertices such that every edge in F is incident to at least one vertex in C.
The task is to find a vertex cover of minimum weight, that is, to minmize }°, - w(v).

On bipartite graphs, it is closely related to maximum matchings and can be solved in
polynomial time as the following proposition implies.

Proposition 1.4 (K&nig’s Theorem [92])
If G is bipartite, then the cardinality of a maximum matching equals the size of a
minimum vertex cover.

1.1.4 Set Cover

Next, we formally introduce the Set Cover problem and the equivalent Hitting Set
problem, which are both among Karp’s 21 NP-complete problems . We visualize why
the two problems are, indeed, equivalent and briefly discuss two standard approximation
algorithms.

Definition 1.5 (Set Cover)

Let € be the ground set of n elements and let X C 29 he a collection of subsets. A
cover is a collection of subsets C C X, whose union equals 2. The goal is to find a
cover C of minimum cardinality.

The equivalent Hitting Set problem is defined as follows.

Definition 1.6 (Hitting Set)

Let © be the ground set of n elements and let X C 22 be a collection of subsets. A set
S C Q is called a hitting set if it contains at least one element of every set in . The
goal is to find a hitting set S of minimum cardinality.

Consider an instance of Set Cover on n elements, given by a collection of subsets
X. The easiest way to see that the two problems are equivalent is to consider the
following bipartite graph G = (AU B, E). The vertex set A contains a vertex vy, for
every element of the instance, and B contains a vertex vy for every set of the family.

11
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Set Cover

Hitting Set

Fig. 1.8: Example of an instance of Set Cover on the left, the bipartite representation in the
middle, and the equivalent instance of Hitting Set on the right.

There is an edge (v;,vg) in E whenever element 7 is contained in the set S. See Figure
[I.§ for an example. We obtain the corresponding instance of Hitting Set by changing
sets and elements in the following way. We introduce a set for every vertex vy in A and
an element for every vertex vx in B. An element is contained in the corresponding set
whenever there exists an edge in G. Hence, sets in the Set Cover instance correspond
to elements in the Hitting Set instance and vice versa. In Figure [I.8] an instance of Set
Cover is displayed on the left, the corresponding bipartite graph in the middle, and
the equivalent instance of Hitting Set on the right. Note that the blue and the yellow
set form a minimum set cover on the left. Equivalently, a minimum hitting set on the
right is obtained by choosing the blue and the yellow element.

In the following, we present two standard approximation algorithms for Set Cover.
Let n be the number of elements of an instance and let fi,.x be the maximum number
of sets an element appears in. There exists a H(n)-approximation algorithm and a
fmax-approximation algorithm for Set Cover.

We start by discussing the Greedy algorithm with an approximation ratio of H(n).
In the unweighted version of Set Cover, Greedy chooses the set which covers the largest
number of uncovered elements in each round. Johnson and Lovasz analyzed
Greedy for the unweighted version, and Chvéatal generalized the algorithm for
weighted instances. In the weighted Set Cover problem, we are additionally given a
non-negative weight function w : X — Ry and the task is to find a cover of minimum
weight. The generalization of the Greedy algorithm for weighted instances works as
follows. Choose the set that minimizes the ratio of weight over the number of newly
covered elements. Greedy has an approximation ratio H(n) ~ Inn, where H(n) denotes
the n-th harmonic number. Dinur and Steurer proved that the approximation ratio
of Greedy is indeed best possible, by showing that no polynomial-time (1 — o(1)) In(n)-
approximation algorithm exists unless P=NP.

An algorithm for Set Cover with approximation ratio fin.x can be obtained through
rounding an optimal solution of the following natural Set Cover LP .

12
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minimize Z WSTS
subject to Z rg > 1 for all ¢ €
S €S
xg >0 forall S e X

Consider an Optimal solution of the LP given above. Choose all sets whose value is
bigger or equal to f— to be in the cover. To see that the solution obtained is indeed
a cover, note that any element is contained in at most fmax sets. Hence, at least one of
them has to be picked with a fraction of at least m. Since we increase the value of
the solution by at most a factor of fi.x, we obtain the desired approximation ratio.

Assuming the Unique Games Conjecture holds, the approximation factor fiax is
best possible due to a result by Bansal and Khot . For more detailed information
on the Set Cover problem, see for example .

The Min Sum Set Cover problem (Mssc) was originally introduced in . In Chap-
ter 4] we study MsSSC on laminar families and with more general covering constraints.

Definition 1.7 (Min Sum Set Cover)

Let H = (V, E) be a hypergraph on n vertices. For a linear ordering 7 : V' — [n] we
define the cover time of an edge to be 7(e) := minye. m(v). The task is to find a
linear ordering 7 that minimizes > . 7(e).

Feige et al. showed that a simple Greedy algorithm yields a 4-approximation for
Mssc. The Greedy algorithm chooses in every step a vertex of maximum degree. See
Figure[1.9] The hypergraph is then updated by removing the vertex and all edges that
contain the vertex. Note that it is NP-hard to approximate Mssc with a ratio better

than 4 .

I I

| |

I I

! L] ! n
I I v3

L] L]

I I

| |

I I

| |

I I

| |

I I

I I

t=2

t=3

Fig. 1.9: Example to visualize the Greedy algorithm for Min Sum Set Cover. The chosen
vertex is marked by a square and the graph is updated in every step.
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1.1.5 Scheduling

Let J be a set of n jobs and let m be the number of machines. If m = 1, we call the
scheduling problem a single-machine scheduling problem. Every job j comes together
with a processing time p; > 0 and a non-negative weight w;. Additionally, we
might be given release dates r; > 0 for every job j. A schedule is an assignment of
jobs to machines, such that each job is scheduled for exactly p; units on a machine,
and on every machine, there is at most one job scheduled at a time. In a non-
preemptive setting, a job has to be scheduled in subsequent time intervals on the
same machine. In the setting of arbitrary release dates, a job is only allowed to
be scheduled on a machine after its release date. C; denotes the completion time
of a job. We consider two objective functions in this thesis. The main focus is on
minimizing the sum of weighted completion times, that is, minimizing »  w;Cj}.
The makespan Ci,.x is the completion time of the job that finishes the latest. In
other words, Cpayx := max{Cy,...,Cp}.

Scheduling problems are typically denoted by the three-field notation o | 5 | 7,
which was introduced by Graham . The first entry a denotes the machine environ-
ment, such as

1 : single machine

PD : concurrent open shop.
The second entry [ provides the characteristics of the scheduling problem, for example,

prec : precedence constraints
pmin : preemption
p; = 1 : unit processing times

rj : non-trivial release times.
The final entry v represents the objective function, such as

Chax : minimum makespan

Z w;C; : sum of weighted completion times.

In the following, we briefly discuss two concepts for single machine scheduling. We
are given a set of jobs J together with processing times p; and weights w; for all
j € J. The goal is to minimize the sum of weighted completion times. In the three-field
notation explained above, this problem is denoted by 1 || >~ w;C;. A well-known result
by Smith states that scheduling jobs in non-increasing order of p(j) := 1;—; yields
an optimal schedule. The ratio p(j) is often referred to as Smith’s Ratio, and the
scheduling policy described above is known as Smith’s Rule or the weighted shortest
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processing time first (WSPT) rule.

Before explaining the concept of a Sidney Decomposition, we introduce the necessary
definitions. Consider a set of jobs J and a precedence relation. A subset S C J of jobs
is called ideal with respect to the precedence relation, if for every job j € J, all of its
predecessors are also in S. Next, we extend Smith’s Ratio p(j) of a job to a set of jobs.
That is, we define for a subset I C J

_ w(S) B Zjes Wy
p(S)  Yjespi

A set S* is called p-maximizing ideal if S* is an ideal with maximum ratio p(S5¥)
among all other ideals, that is, p(S*) = maxgcsp(S). A decomposition of J into
S1USoU. .. US; is called a Sidney Decomposition, if every S; is a p-maximizing ideal
of the instance restricted to the remaining jobs J \ (Ui_} Sk). Sidney @ showed that
there always exists an optimal schedule in which all jobs in S; are scheduled before all
jobs in Sy, for all ¢ < k. Chekuri and Motwani , and Margot et al. independently
proved that any Sidney Decomposition is a 2-approximation for 1 | prec | > w;Cj.
Various other 2-approximation algorithms for 1 | prec | Y- w;C; are known .
Correa and Schulz showed that all known 2-approximation algorithms
follow Sidney’s decomposition.

The concept of finding p-maximizing ideals can be applied to scheduling problems
with more general precedence constraints. In Chapter [} we consider a similar approach
for the Generalized Min Sum Set Cover problem by Happach et al. .
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Chapter 2
Minimum Hitting Set of Bundles Problem

The MINIMUM HITTING SET OF BUNDLES PROBLEM (MHSB) is a natural generalization
of the Hitting Set problem, where instead of hitting single elements, bundles of elements
are hit. More specifically, we are given a ground set of elements and a family of sets.
Every set in this family contains bundles of elements which are subsets of the ground
set. The task is to find a collection of elements of minimum size such that at least one
bundle of every set in the family is hit.

In this chapter, we present a combinatorial approximation algorithm for MHSB. Its
approximation guarantee depends on the maximum number of bundles an element
appears in and on the size of the family. We show that its approximation ratio is tight
(up to constant factors) and give an improved analysis for laminar instances.

MHSB has many applications. In particular, it provides an abstract framework
for several scheduling problems. Motivated by these applications, we consider MHSB
restricted to interval and 2-dimensional interval bundles. We study the computational
complexity and give polynomial-time algorithms for several classes of instances with
these specially structured bundles.

This is joint work with Marinus Gottschau. Parts of this chapter correspond to or are

identical to .

The chapter is structured as follows. We introduce the Minimum Hitting Set of
Bundles problem formally and highlight two particular applications of MHSB in Section
Previous work on MHSB and related problems are summarized in Section In
Section we give an overview of our results on the general Minimum Hitting Set of
Bundles problem and two special classes of instances with interval and 2-dimensional
interval bundles. Section [2.2]is dedicated to an approximation algorithm for MHSB. We
show that our analysis is tight and improve our results on laminar instances. Motivated
by the application of MHSB to busy time minimization of processors, we study the
Minimum Hitting Set problem with interval bundles in Section 2.3 Finally, we analyze
MHSB on 2-dimensional interval bundles in Section 2.4} This bundle structure is mainly
motivated by the application of MHSB to railway maintenance scheduling. We conclude
the chapter by presenting future research directions and open problems.
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2.1 Introduction

The MINIMUM HITTING SET OF BUNDLES PROBLEM (MHSB) was introduced by Angel
et al. @ and is defined as follows. Let €2 be a finite set of elements and let F be a
family of sets. Every I’ € F is a set of bundles, where a bundle U is a subset U C 2. A
bundle U is covered by a set of elements § C Q if U C S. We say that a set F' is hit
if at least one bundle in F' is covered. We want to find a collection of elements S C )
of minimum size such that every set F' € F is hit. We refer to S as a hitting set of
bundles. In the following, let U := Jpc 7 I be the set of all bundles of an instance
and denote by Fihax the maximum number of bundles any set contains. To familiarize
ourselves with the definitions above, we consider an example.

Example 2.1

We are given an instance of MHSB on 9 elements, visualized in Figure The family
F consists of three sets F1, F5 and F3. Each of them contains bundles, more specifically,
Fy = {Uy,Us}, Fy» = {Us,U4,Us} and F3 = {Us,Ur}. A hitting set of bundles S is
given by the three elements represented by squares in Figure [2.1] To see that S is
indeed a hitting set of bundles, note that S covers the bundles Uy, Ug, and Uz, and,
hence, the sets F, F5 and Fj3 are hit.

Fig. 2.1: An instance of MHSB with sets F} = {U;,Us} (blue), Fy = {Uz2,Uy,Us} (yellow)
and F3 = {Us, U7} (green). A hitting set S is given by the elements represented by
squares.

The Hitting Set problem is the special case of MHSB, where every bundle contains exactly
one element @ It corresponds to the optimization version of one of Karp’s 21 NP-
complete problems, the Set Cover problem [66]. This immediately implies NP-hardness
of MHSB. The Minimum Hitting Set of Bundles problem provides a mathematical
framework for a variety of applications, such as the positioning of geosynchronous
satellites (see Figure , railway maintenance scheduling, and minimizing the active
time of processors (see Figure .

In this chapter, we want to highlight two of them. The first one is scheduling jobs
(non-preemptively) on a single machine with the objective of minimizing active time.
It can be framed in the following way. Here, €2 is a set of time slots, and F represents
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2.1 Introduction

a set of jobs. The bundles of a job refer to its feasible operation times. The goal is
to schedule all jobs such that the number of occupied time slots is minimized. If the
bundles arise from possible execution times determined by job-specific release dates,
deadlines, and processing times, the problem is referred to as Busy Time Minimization
problem with unlimited capacities @]

The second application of MHSB we want to point out is in the area of Railway
Maintenance Scheduling. Consider a railway corridor with bidirectional traffic and
maintenance jobs that need to be carried out. Here, a train path is a movement over
time along the railway track. Whenever such a train path interferes with a particular
maintenance job, the train needs to be canceled. To minimize the impact of the
mandatory maintenance on rail traffic, the goal is to schedule all maintenance jobs
such that the number of canceled trains is as small as possible. Here, {2 represents
the set of train paths, and F is the family of maintenance jobs. The bundles of a
maintenance job refer to the corresponding sets of train paths that interfere with
the feasible execution times of a job. Eskandarzadeh et al. studied a variant of
this problem in which bundles are determined by job-specific release dates, deadlines,
and processing times. For unidirectional train traffic, this agrees with Busy Time
Minimization with unlimited capacities. In this chapter, we also consider the Railway
Maintenance Scheduling problem with bidirectional traffic.

Add content

Updates

Server backup

"ty Tto Tt3 Tta s te b7 ts o  tio 11 ti2 tiz tia .
time

(a) Positioning geosynchronous satellites. (b) Minimizing active time of processors.

Fig. 2.2: Visualization of two exemplary applications of MHSB. In (a) the universe (2 is given
by a set of satellites. Every set in the family F corresponds to an area that has to
be covered by a collection of satellites and the goal is to minimize the total number
of satellites. In (b) the universe Q is given by a collection of time slots. A set
corresponds to a job that has to be run on a processor and the bundles represent its
feasible time slots. The goal is to minimize the active time of the processor.

MHsB allows more general bundle structures than those studied in the context of
Busy Time Minimization or Railway Maintenance Scheduling. Still, we often use the
scheduling terminology to give an intuition and a better understanding of the particular
cases of MHSB that we consider in this chapter.
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2.1.1 Related Work

Set Cover/Hitting Set Problem. As mentioned before, if every bundle contains
only one element, MHSB corresponds to the Hitting Set problem and its counterpart,
the Set Cover problem. Both problems have been studied extensively. For Hitting Set,
there exists a polynomial-time fyax-approximation algorithm, where f,.x refers to the
maximum number of elements (in MHSB this is the maximum number of bundles) a set
may contain. Assuming the Unique Games Conjecture, the approximation factor fiax
is best possible, due to a result by Bansal and Khot . Additionally, there exists a
polynomial-time H (n)-approximation algorithm, where n denotes the number of sets
of the Hitting Set instance. Dinur and Steurer [34] proved that no polynomial-time
(1 —o(1)) In(n)-approximation algorithm exists for Set Cover, unless P=NP. For more
details on Hitting Set and Set Cover, see Section [1.1.4]

Minimum Hitting Set of Bundles Problem. The Minimum Hitting Set of Bundles
problem was introduced by Angel et al. ﬂ§|] They presented a polynomial-time Fiyax-
factor approximation algorithm, where Fi .y refers to the maximum number of bundles
a set may contain. This approximation guarantee is achieved by considering an LP
relaxation of an integer linear programming (ILP) formulation and a simple rounding
strategy. By using randomized rounding, they were able to improve the approximation
guarantee to Fipax (1 —(1— Fnl,ax )M). Here, M denotes the maximum number of bundles
an element is contained in. Note that if the same bundle is contained in different sets,
it is accounted for several times. Angel et al. ﬂ@] highlighted two applications of MHSB,
the Multiple-Query Optimization problem in database systems and the Min k-Sat
problem [20]. Being a generalization of the Minimum Hitting Set problem, MHSB is
W2]-hard parameterized by the solution size |S|. Damaschke proved that MHSB,
parameterized by |F| and the solution size |S|, is W[1]-complete.

Submodular Cover Problem. Wan et al. studied the Minimum Submodular
Cover problem with submodular weights. In this problem, we are given a submodular,
increasing function f : 2% — R. A set S C Q is a submodular cover if f(S) = f().
The objective is to find a submodular cover of minimum weight with respect to a
submodular, increasing weight function w. MHSB can be formulated as a submodular
cover problem with submodular weights in the following way. Choose the ground set
to be the set of bundles U. Define f to be the function that maps a collection of
bundles on the number of sets that are hit by at least one bundle of the collection. The
weight of a collection of bundles is simply the cardinality of their union. The main
result in [103] implies a H (max)-approximation for MHSB, where H(n) denotes the
n-th harmonic number and ~mpax i the maximum number of sets a bundle U in U hits.
Iwata and Nagano studied the Set Cover problem with submodular weights. They
derived a polynomial-time auya-approximation algorithm, where apax is the maximum
number of sets an element appears in.
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Busy Time Minimization Problem. The Busy Time Minimization problem with
capacity B was introduced by Chang et al. . It is a scheduling problem with job-
specific release dates, deadlines, and processing times and a bound B on the number
of jobs that may be executed simultaneously. Chang et al. gave a polynomial-time
algorithm for B = 2 and proved that the problem is NP-hard for B = 3. More closely
related to our problem is the version with unlimited capacity (B = o0), studied, for
example, by Fong et al. . They presented a polynomial-time algorithm for agreeable
deadlines, i.e., instances where any job’s deadline is prior to every other job’s deadline
that has a later release time. Fang et al. studied the problem in the context of
wireless sensoring and presented a polynomial-time 2-approximation algorithm for this
special case. Online variants of the Busy Time Minimization problem also exist and
have been studied, for example, by Koehler and Khuller in [71].

Maintenance Scheduling Problem. Eskandarzadeh et al. studied the Main-
tenance Scheduling in a Railway Corridor problem, which is an application of MHSB.
They gave a polynomial-time algorithm for Active Time Minimization with unlimited
capacities if all jobs have the same processing time. More specifically, they presented
an ILP formulation, tailored to their restricted set of instances, for which they proved
total unimodularity of the constraint matrix. In their computational experiments, they
compared different ILP formulations for the bidirectional version.

Maximum Coverage Problem with Group Budgets. Finally, Chekuri and Ku-
mar [24] introduced a maximization variant of MHSB, the Maximum Coverage problem
with group budgets. In this setting, we are given costs on bundles and a budget per
set. The goal is to choose bundles, respecting the budget constraints, such that the
size of the union of chosen bundles is maximized. Chekuri and Kumar presented a
polynomial-time constant-factor approximation algorithm.

2.1.2 Our Results

We study the general Minimum Hitting Set of Bundles problem and two special classes
of instances with interval bundles and 2-dimensional interval bundles.

Minimum Hitting Set of Bundles Problem. In Section we present a
polynomial-time wpyax H (|F|)-approximation algorithm for the general MHSB, where
Wmax 1s the maximum number of bundles an element appears in and H(n) denotes the
n-th Harmonic number. Note that wy.x may be strictly smaller than M as defined
by Angel et al. in ﬂ§|] If the same bundle is contained in multiple sets, the constant
M accounts for it multiple times, whereas wmayx counts it just once. The algorithm is
fully combinatorial and is based on the construction of a so-called cover graph. For
laminar families of MHSB we improve the approximation guarantee by presenting a
polynomial-time H (|F|)-approximation algorithm.
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Minimum Hitting Set of Interval Bundles Problem. The connection to the
Active Time Minimization problem leads to a number of applications that can be
modeled by MHSB. In Section 2.3] we take advantage of the structure that many of
these applications have in common in order to obtain polynomial-time algorithms.
Assuming that jobs have to be executed without preemption, we obtain bundles of
consecutive elements. We refer to these bundles as interval bundles and call this
special case of MHSB the Minimum Hitting Set of Interval Bundles Problem (MHSIB).
Motivated by applications, we define the following properties of special cases of MHSIB.
We say that F is convex if for every job F' € F the union of all possible operating
times forms an interval. We say that F is a-simple for some a € N if all bundles have
size a. In the scheduling terminology, this corresponds to equal processing times. In
applications, it also seems reasonable to assume that, for example, the number of
starting times or the time horizon of feasible operating times for a job is bounded.

We present polynomial-time algorithms for several classes of interval bundle instances.
These algorithms use a graph construction and solve the problem by computing a
shortest path. However, the Minimum Hitting Set of Interval Bundles problem is
NP-hard in general. We explore the boundary of polynomial-time solvable instances
and NP-hardness that arise from the aforementioned properties and parameters.

Minimum Hitting Set of 2-dimensional Interval Bundles Problem. In Sec-
tion motivated by the application of MHSB to railway maintenance scheduling, we
study another special class of instances of MHSB. In the Maintenance Scheduling in
a Railway Corridor problem presented by Eskandarzadeh et al. , Q) is the disjoint
union of sets of train paths in opposite directions on a single railway track. More
generally, we can think of 2 as being the disjoint union of two totally ordered sets. As-
suming that every job has to be executed without preemption implies that every bundle
is a set of consecutive elements in each of the two totally ordered sets. We call this
special structure 2-dimensional interval and denote the special case of MHSB, where all
bundles are 2-dimensional interval, by Minimum Hitting Set of 2-dimensional Interval
Bundles Problem (2-pDim MHSIB). We show that 2-Dim MHSIB remains NP-hard on
convex and l-simple instances with Fi.x = 2, where F.x refers to the maximum
number of bundles a set may contain. Furthermore, we present a polynomial-time
approximation algorithm for all 1-simple instances with Fi,.x = 2 using a result by
Hochbaum with an approximation guarantee slightly better than 2. For another
restricted class of instances, we give a polynomial-time algorithm by making use of a
problem decomposition.

Remark 2.2

The introduction of a weight function w : @ — R4 on the elements may be of interest.
For the ease of presentation, we only consider the unweighted MHSB. Techniques used
throughout the chapter also work for weighted instances, thus all of our results can be
easily transferred to weighted MHSB. These results can either be transferred directly
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with minor modifications of inequalities, or by simple modifications of the constructed
graph’s edge weights.

Remark 2.3
Due to the structure of the problem, we assume, w.l.o.g., that
i) all bundles are non-trivial, that is, for all ' € F we have that () ¢ F;
ii) bundles of a set are not subsets of each other, that is, for U € F if U’ C U we
have that U’ ¢ F; and
iii) for all distinct F, F” € F there exists a bundle U € F such that for all U’ € F’ we
have U’ ¢ U. If there was no such bundle U € F, any set of elements hitting F
also hits F’.

2.2 Approximation Algorithms

In the following, we present a polynomial-time approximation algorithm for MHSB.
Its analysis is rather straightforward and uses techniques similar to existing set cover
approximation algorithms. We use a generic graph representation, the so called cover
graph, to transform the problem into an instance of Set Cover with submodular weights.
Note that Theorem also follows from a result in on Submodular Set Cover
with submodular weights.

First, we introduce the concept of a bipartite cover graph. Given an instance (2, F)
of MHSB, the corresponding bipartite cover graph Gr := (Vr, Ex) is given by:

Ve={w : UelU }U{vp : FEF},
Er :={(vy,vr) |UEU,FeF:3U' CU with U’ € F}.

An instance of MHSB and its corresponding cover graph is visualized in Figure [2.3
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Fig. 2.3: An instance (€2, F) of MHSB (left), its disjoint bundle representation (middle) and
the corresponding bipartite cover graph (right).
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Theorem 2.4
Let (2, F) be an instance of MHSB. There exists a polynomial-time wmaxH (|F])-
approzimation algorithm with

Wmax := mgg}zcﬂ{U ceU:weU}}.

Proof. Given an instance (€2, F) of MHSB, we consider the corresponding cover graph
Gr = (Vr, Ex). This cover graph can be interpreted as an instance of the set cover
problem, where each vertex vy corresponds to a set and each vertex vp corresponds
to an element. Such an element can be covered by all sets U, for which there exists
an edge between vp and vy. Let the weight of a set corresponding to vy be |U| (see
Figure . Observe that we overestimate weights, e.g. if two overlapping bundles are
chosen in the set cover instance, we overcount the number of elements.

Any hitting set of bundles S C €2 for F is the union of bundles U € U that hit all
respective sets in F. The corresponding vertex set Vg := {vy |U € Y : U C S} then
induces a set cover C' for the corresponding set cover instance. Additionally, any set
cover C for this instance gives rise to a hitting set of bundles S. Let now S* be a
minimum hitting set of bundles, and let C* be a minimum set cover for the cover graph
instance. Then

191 < Y U] < wmax|S7, (2.1)
UeC*

since elements in S* are accounted for once, whereas in C* elements count more than
once. Furthermore, every element is contained in at most wmax sets. Therefore, a set
cover of size wmax|S™| always exists, from which the second inequality follows.

We next make use of the existing polynomial-time H (|F|)-approximation algorithm
for weighted set cover [101]. The algorithm greedily computes the most weight-efficient
set, i.e. the set that has a best weight-over-newly-covered elements ratio. Let C' be the
solution found by the Greedy algorithm for the set cover instance. Then,

YUl H(F) > Ul

veC UeC*

Finally, using inequalities from ([2.1]), we can construct a hitting set of bundles S from
C such that

1SI < S U< H(F) S Ul < wmax H(|F])]S*.
veC UeC*

This concludes the proof of the approximation guarantee. O
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2.2 Approximation Algorithms

Furthermore, the analysis of the algorithm is tight up to a constant factor. In
the following, we construct an instance of MHSB as on which the Greedy algorithm
described above has an approximation guarantee of at most $wmax log(|F|).

Let the set of elements  := (Q'UQ"), where Q' := {wy,wl,...,wq,wy}. Now, for
every U € P(€) that contains exactly one of the elements w; or w; for all i € [d], we
introduce d — 1 sets (F[l])ze[d—u € F all of which contain this bundle. In addition to U,
the set F] (l] contains a bundle of | other elements from " all of which are only contained
in this bundle and nowhere else. Observe that by construction |F| = 2%(d — 1) and,

7]

due to symmetry of the bundles on {wy,w], ... ,wq,wy}, we have that wyax = =Ty

The Greedy algorithm always chooses the bundle of | elements in FLZ, over U for all
[ € [d — 1]. Therefore, the solution of the Greedy algorithm has size

d—1 1
2.3 1 =211 (d—1)(d—2) = 17l =2).
=1

In contrast, the optimal solution is of size 2d. Thus, the Greedy approximation has an
approximation factor of at most

d—2 1 2\ 1 1 2
i m = (1=2) 217 == (1= 2) (d = Dwmay
1a 2( d)2m 2( d)(d Jema

1 2 1
_2 Z_ > - .
5 <d+ pi 3) Wmax > 4wmax log(|.F|)
Here, we made use of the fact that log(|F|) = log(2¢(d—1)) = d+log(d—1) < 2(d+2—3)
for d > 8 and that H(n) € O(logn).

2.2.1 Approximation Algorithms for Laminar Instances

In the proof of Theorem [2.4] we constructed an instance of MHSB to show that
the approximation guarantee for the algorithm is tight (up to a constant factor).
However, the bundle structure in this example is very nested, and the algorithm
itself does not consider any of the combinations of bundles that would have led to an
optimal solution for that particular example. In general, it is not clear to what extent
taking certain combinations of bundles into account can improve the approximation
guarantee. Additionally, one would have to overcome the exponential number of possible
combinations of bundles.

The question arises of how the approximation guarantee improves when we restrict
our algorithm to instances in which the nonempty intersection of bundles is always a
bundle itself. We call the family F laminar if I/ is laminar, i.e., if for all U, U’ € U with
UNU' #(, we have U C U’ or U' C U. We present a polynomial-time approximation
algorithm for laminar instances of MHSB with an improved approximation guarantee.
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Chapter 2 Minimum Hitting Set of Bundles Problem

Theorem 2.5
Let (Q,F) be an instance of MHSB. If F is a laminar family, then there exists a
polynomial-time H (|F|)-approzimation algorithm.

Proof. Due to the laminar structure, we can represent any hitting set of bundles as a
union of disjoint bundles. Thus, there is no overcounting and a minimum hitting set of
bundles gives rise to a set cover of the same weight. O

2.3 Minimum Hitting Set of Interval Bundles

In this section, we focus on bundle structures that arise in many applications. As
mentioned in the introduction, 2 often corresponds to time slots if viewed as a scheduling
problem. In this context, one may assume that jobs have to be executed without
preemption. In the following, we make use of this particular structure and identify
polynomial-time solvable special cases of MHSB.

Throughout this section we look at instances in which we are given an ordering < of
Q. To simplify notation, we may assume that = [n] for some n € N with the natural
ordering. In this context, we consider a special case of MHSB, the MINIMUM HITTING
SET OF INTERVAL BUNDLES PROBLEM (MHSIB), where every bundle corresponds to
an interval. More specifically, if i, j € U, then k € U for all ¢ < k < j. In addition to
the interval property, we define two other properties that a family F may have.

Definition 2.6
Let ([n], F) be an instance of MHSIB. We call the family F

i) convex, if all F' € F are convex, i.e. the following holds. Let 1 € U’,j € U”, for
some U, U" € F. For all k € [n] with i < k < j there exists a bundle U in F
such that k € U. In other words, the union of all interval bundles U in F' is again
an interval.

ii) a-simple for some a € N if all bundles are a-simple, i.e. |U| = a for all U € U,
where U := Upcr F.

Figure is an example of an instance of the general MHSB problem and visualizes
the properties we defined above. The next theorem shows that MHSIB remains NP-hard
even on restricted instances in terms of Definition

Theorem 2.7
Let ([n], F) be an instance of MHSIB and let Fryax be the mazimum number of bundles
a set may contain. The problem remains NP-hard, if F
i) is 1-simple and Fyax = 2; or
it) is convexr and Fuax = 3; or
iii) is convex and a-simple for some a, where a is some function in n.
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2.3 Minimum Hitting Set of Interval Bundles

1'2'3"4'5°'6'7'8"'9'10'11"12"13"14 t

Fig. 2.4: Example of a family F to visualize the different sets and bundles properties: All bundles
but Uy have the property that they are interval. The sets Fi, F> and F3 are convex, and
F1 and F5 are in addition to that a-simple with a = 4. The bundle structure of the set F}
is determined by the release date 6, deadline 11 and processing time 4. This overlapping
bundle structure occurs for example in Busy Time Minimization.

Proof. i) An easy reduction from Vertex Cover! implies the statement. Given a graph
G = (V,E), we let Q := V and F := {{{u},{v}} : (u,v) € E}. Observe that a

minimum vertex cover is an optimal solution to MHSIB and vice versa.

ii) The statement follows again from a reduction of Vertex Cover to MHSIB. Let
G = (V, E) be a graph with an arbitrary ordering <y of the vertices. The main idea
is to use the same construction as in i), i.e. introducing a set for every edge (u,v) of
the graph. The challenge is to guarantee that our constructed family is convex, while
respecting the structure assumed in Remark We do so by constructing sets that
additionally contain a large dummy bundle. Because of its size, the dummy bundle
is never entirely covered by an optimal solution. A large number of dummy elements
serves to ensure a one-to-one correspondence between a minimum hitting set of bundles
and a minimum vertex cover.

We begin by constructing the ground set of the corresponding instance of MHSIB.
We introduce d elements for each vertex of the graph, that is, Q, := {w} : i € [d]} for
all v € V. A vertex v € V is represented by the element w{ and we refer to the d — 1
elements w3 ...wj as dummy elements. The ground set is now given by € := (J, ¢y Q2.

IFor a definition of the Vertex Cover problem see Def.
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Chapter 2 Minimum Hitting Set of Bundles Problem

We use the ordering <y of V to obtain an ordering <q of {2 in a natural way by

u <y v; Or
wi' <q wj & ’ o
u=v N 1<)

Next, we define bundles and sets of the instance. As in the construction of i) for every
edge (u,v) € E with u <y v we are given two bundles {w{'} and {w{}. In addition, we
define a dummy bundle Uy, ,) containing all elements in 2 that are between w{ and
wy. Formally, we define

U(uﬂ}) =, \ {wqf} U U Q-

U<y w<yuv

Note that all constructed bundles are indeed interval with respect to the ordering of Q2
induced by <q. The sets are then formally given by

F={{{ei} {1} Uun} + (wv) € E}.

The dummy bundle Uy, ,,) contains a large number of elements, i.e. at least d and, hence,
is never entirely hit in an optimal solution. Its only purpose is to ensure convexity of
the respective family.

Any vertex cover C' corresponds to a solution of the MHSIB instance of the same
size. This simply follows from the fact that the vertices in C' cover every edge and
therefore, all sets F' € F contain at least one covered bundle. Additionally, a solution
S of MHSIB of minimum size only contains elements that correspond to vertices of
the graph, i.e. S C {w} : v € V}. This follows from the fact that if S covers any
bundle Uy, ), this immediately implies |S| > d —1 = |[V/|+ 1. Also, any element in
Q\{w} : v € V} can be omitted unless it was needed to cover some U, -

Finally, we have that S hits all sets F' € F and covers the bundle {wj'} or {w}}
for all (u,v) € E, with either w{" or wj. Therefore, the set of vertices represented by
elements in S form a vertex cover in the graph.

iii) Again, we prove the statement by a reduction of Vertex Cover to MHSIB. Let
G = (V,E) be a graph and let <y be an arbitrary ordering of the vertices. This
time we have to ensure that the constructed family is convex and a-simple. For every
edge (u,v) we construct a corresponding set Fluv) in the family. The set contains
multiple a-simple bundles, amongst them the bundles U, and U, which correspond
to the vertices u and v. Instead of a single large dummy bundle as in ii), the sets
contain a collection of dummy bundles, each of size a. To ensure that the optimal
solution to MHSIB does indeed hit every set by covering a bundle corresponding to
a vertex in V', we introduce additional dummy sets F; for every v € V. The set F,
contains a single bundle that overlaps with the bundle U, in all but one element. Since
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2.3 Minimum Hitting Set of Interval Bundles

there is only one bundle in F;, it has to be in every feasible solution of the instance
of MuSIB. This ensures that hitting a set F{, ) by a bundle U, or U, only requires
adding one additional element to the solution, whereas hitting F{, ,) by any dummy
bundle immediately increases the solution size significantly (by at least a—gl)

Again, we start by constructing the ground set of the corresponding instance of
MusiB. Formally, let a := 4|V|+ 1 and let vy be a dummy vertex with vy <y v for all
v € V. For every vertex in V and the dummy vertex vy we introduce 3a elements, that
is, Q, := {w} : ¢ € [3a]} for all v € V U {vp}. Intuitively, the element w} corresponds
to the vertex v € V and all other elements in (2, are dummy elements. The ground set
of elements is then given by Q := U,cyufuy} $20- As in ii) we extend the ordering <y
of the vertices in a natural way to an ordering <q of the elements in 2.

We continue by constructing the bundles and the sets of the family F of the
corresponding instance of MHSIB. For a vertex v € V let U, be the bundle that
contains the element w} and the a — 1 previous elements with respect to <q. Formally,

L v’ v’ v’ v’ v
Uy = {w2a+27 Wog+43y -+ W3q—15W3qs wi'}

where ¢’ is the vertex preceding v in the natural ordering. Note that all bundles U,
are indeed a-simple.

Next, we define a collection B of dummy bundles, which is a partition of Q \
{wi® wy?, ..., w3, } in a-simple, disjoint bundles. Later, B is used to ensure convexity

of the family F. T\/[ore explicitly B is given by

L v’ v v v v v v v
B.— U {{w5a+3,...,w3a,w1,...,wa+1},{wa+3,...,w3a+1},{w3a+3,...,w5a+1} 5
’UEV 2 2 2 2 2 2

a a a

where, again, v’ is the vertex preceding v in the natural ordering. Note that the
bundles in B are well-defined, since we chose a to be odd. We continue by constructing
the sets of the family F. For every edge (u,v) € E the family F contains a set

F(u,v) = {Uu, UU} U B.

In addition to that, for every vertex v € V' we add a dummy set containing a single
bundle with the a elements preceding w{ to F. More explicitly,

/ / ! /
F'U = {{w§a+1? wga—Z? s 7w§a—17 wga}}

where, again, v’ is the vertex preceding v in the natural ordering. This concludes the
construction of the family. A visualization can be seen in Figure 2.5
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Fig. 2.5: Illustration of a constructed MHSIB instance in the proof of Theorem iii).

Let C' be a minimum vertex cover in G. We obtain the corresponding hitting set of
bundles in the following way. As already mentioned, every bundle of a dummy set F,
has to be part of a feasible solution. Next, we ensure that every F{, . is hit. Adding
the element wj for every v € C to the hitting set of bundles, we cover the bundle
Uy and, hence, hit the corresponding set F{, ). All in all, we obtain a hitting set of
bundles of size a - [V| + |C|. Note, every set Fi, ) is hit by one of the bundles U, or
U, as either v or v must be contained in C. We claim that there is no solution to
MHSIB of smaller cardinality. Observe, that an optimal solution to MHSIB has to hit
every set F),, each containing only one bundle of size a. Since all these sets are pairwise
disjoint, a solution must be of size at least a - |[V|. Any bundle from the collection B
contains at least a/2 > |V| elements not contained in the bundles of the dummy sets
F, that are covered by the solution. Again, if such a bundle from B is covered, the
solution is of size at least a - |V| + |V| 4 1, which cannot be optimal by the previous
argument, that there always exists a solution of size at most a - |V'| 4 |V|. O

Theorem [2.7] states that MHSIB remains NP-hard for convex families F with Fi.x < 3
for all F' € F. However, the following theorem shows that the computational complexity
changes for convex instances if we reduce Fiax by one.
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2.3 Minimum Hitting Set of Interval Bundles

Theorem 2.8
Let ([n], F) be an instance of MHSIB. If F is convex and Fyax = 2, then it is solvable
in polynomial time.

Proof. We describe a reduction to a shortest path computation. The high-level idea
is to construct a layered graph, such that the vertices contained in an s-t-path describe
an interval decomposition of the solution.

Before explaining the construction in more details, let us take a closer look at the
bundle structure of our instance to give some intuition. Since every set contains at most
two bundles, w.l.o.g., we may assume that for all F' € F, if U,U’ € F then UNU' = (),
as elements in the intersection have to be contained in any feasible solution. Given some
F € F, since F is convex, there exist [, and u € [n] such that F' = {[l,i], [i +1, u]}. To
make sure that the bundle is hit, we have to guarantee that either the set of elements
{l,...i} or {i +1,...,u} is contained in the minimum hitting set of bundles.

Let ([n],F) be an instance of MHSIB. We define a graph, with layers Vi,...V,
corresponding to the elements 1,...n. A set V; contains a vertex for every interval in
[1,n] containing i and, additionally, a vertex v’ representing the empty set. Formally,
for every i € [n] we define V; := {Ufa7b] |1<a<i<b<n}uU{vy}. Note that a,b<n
and therefore, the number of vertices introduced for each i € [n] is polynomial in the
size of the input. Let Vj := {s} and V;,41 := {t}. Then the vertex set of the layered
graph is given by V := U?:Jrol

The graph being layered, means that there only exist edges from layer V; to the
subsequent layer V;;1. In particular, every shortest s-t-path contains exactly one vertex
v’ from every layer V;. Intuitively, if v' = v, then the element i is not part of the
corresponding minimum hitting set of bundles. If v¢ = v[ia’b], we add i to the solution.
In particular, the solution contains all elements of the interval [a, b]. To ensure this, we
define the edges and edge weights of the layered graph in the following way. There are
four feasible types of edges:

(1) (vi,v5™) of weight 0,

(2) (vi@,vf;fl p)) of weight 1,

(3) (vfa’b], vf;;,]) for some b’ > b of weight 1, and
(4) (Ufa’i],vgﬂ) of weight 0.

Additionally, we add edges (s, v') for all v* € V4 of weight 0, if v! = vé and of weight
1 in all remaining cases. Finally, we add edges (v",t) for all v™ € V,, all of weight
0.'We iny have positive weights of 1 on edges of type (s, U[ll’b]) and (v, Ufz'ill,b]) and
(U[Za b],vf:;,]). These correspond to adding the element 1 and i + 1 to the hitting set of
bundles, respectively.
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Chapter 2 Minimum Hitting Set of Bundles Problem

Fig. 2.6: Illustration of the constructed graph on an instance of 3 elements Q = {1,2, 3} with
set family F = {Fy, Fy} with Fy = {{1},{2,3}} and F» = {{2},{3}}. Blue edges
have weight 1, black edges weight 0. A shortest s-t-path is highlighted in bold. It
corresponds to the minimum hitting set of bundles containing elements {1} and {3}.

In a next step, we tailor the graph to the set structure of our specific instance by
deleting certain edges. This step ensures, that every set is hit. Consider a set F' € F
with F' = {[l,4],[i + 1,u]}. If not all elements {l,l + 1,...,i} are part of the solution,
we have to make sure that all elements in {¢ + 1,...,u} are added to the solution. To
do so, for every F' € F with F' = {[l,4], [i + 1, u|}, we delete all edges of the following

types:
(1) the edge (v, v5™),
(2) edges (v, vfljlw,]) for which b < u,
(3) edges (’Ufa,b}’v@:g’}) for which a > [ and V' < u, and
(4) edges (vfa’i},vigl) for which a > [.

As argued above, doing so for all sets in F, any s-t-path gives rise to a hitting set
of bundles. Additionally, any hitting set of bundles in its interval decomposition
corresponds to an s-t-path. Le. let S C [n] be the set that contains element ¢ if and
only if the s-t-path does not contain the vertex v’,. The weight of the s-t-path equals
the cardinality of the corresponding set S. A depiction of the constructed graph for a
small instance can be seen in Figure [2.6
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We now compute a shortest s-t-path in the graph. Correctness of the algorithm
follows from the one-to-one correspondence of s-t-paths and the respective interval
decomposition of a hitting set of bundles and the fact that the weight of any path
equals the sum of the cardinality of the sets (intervals). a

Theorem [2.7) also states that MHSIB remains NP-hard if F is a-simple and convex.
The following theorem considers two different types of convex instances with an
additional property. In scheduling terminology the first type of instances corresponds
to the case where the difference of any job’s release date and deadline is bounded by k.
In ii) the processing time of every job is bounded by k and the number jobs intersection
with time slot 4 is bounded by ¢, for some ¢,k € RT.

Theorem 2.9
Let ([n], F) be an instance of MHSIB. For any constants c,k € Rt the problem is
solvable

i) in O(2%*n) if |i — j| <k for alli,j € Uyep U and all F € F; or

i) in O(22k+n) if [U| < k for allU € U, F is convex and |F,| < ¢ foralli€ [n],
where F, :={F € F|3U € F:icU}.

Proof. i) The key idea is to construct a weighted graph, whose shortest s-t-path gives
rise to a decomposition of a solution of the corresponding MHSIB instance. Here, we
make use of the fact that the size of every set is bounded by k and, thus, all subsets
of elements that intersect and hit a set F' can be represented by a bounded number
of sets. Note that we say that an element ¢ intersects a set F' if there exists a bundle
UeF withieU.

We start by giving a formal construction of the graph G = (V, E). First, define the
vertex set V := Vo U...U Vyqq with Vi := {v& : S C {i —min{i, k},...,i}}, Vo := {s}
and V41 := {t}. Note that |V;| < 2. In the following, for all i € [n] we let F; be
the family of sets with largest element 4, i.e. i = max{j € Uycp U} for all F € F;.
The set of edges FE is then defined as follows. Our graph G only has edges between
subsequent layers, that is, there only exist edges from V; to V;;1. More specifically,
edges from a vertex vg € V; to all other vertices in V;11 exist if S hits all sets in F;. If
Fi = 0, we include all edges in V; x V; 1. Finally, all edges from s to V; are contained
in the edge set. The weight of each edge (v, U?,Ll) is given by the number of elements
in §'\ S. Edges (s,v%) have weight |S|, and the exiting edges (v%,¢) have weight 0.
This concludes the construction of the graph G. For a schematic picture of such a
constructed graph see Figure 2.7

Since the size of every set is bounded by k, i.e. |i — j| < k for all 4,5 € Upyer U,
every subset of elements that hits all sets in F; is a subset of {i — min{i, k},...,i}}.
Observe that any shortest s-t-path P passes through exactly one vertex of every V;.
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Vi Va Va

Fig. 2.7: Illustration of the constructed graph with exemplary edge weights.

On that path, each vertex v represents a set of elements S. Let S* :=J SwieP S. We
claim that S* is an optimal solution to the corresponding MHSIB instance. Every set F'
has a largest element i, and only vertices v where S hits all sets in F; have outgoing
edges. Thus, S* hits every set in F and, hence, S* is feasible. Observe, that by the
choice of the weight function the length of any shortest s-t-path P equals |S*|.

On the other hand, every hitting set of bundles S* gives rise to a s-t-path of same
cost in the corresponding graph G. The path is obtained by traversing the respective
vertices of the sets {i — min{i, k},...,i} N S* for all i € [n]. Note that the size of the
constructed graph is in O(2%%n), following by the bounds on |V;| and the fact that we
only have edges between subsequent layers V; and V;;1. A simple breadth-first search
(BFS) finds a shortest path in linear time of the size of the graph.

ii) Again we make use of a graph G = (V, E) defined on V :=VyU...UV,4;. Here,
Vii=P{i—min{i,k},...,i}) x P{F € F | U € F:i € U}),

where P denotes the power set. Vp := {s} and V,,4; := {t}. In other words, every
vertex in V; for i € [n] corresponds to a tuple (S, ) with S C {i —min{i, k},...,i}
and S7 C{F e F|3U € F:icU}. Theset S shall be used to encode which of the
sets containing element ¢ already have been hit. Note that by assumption the number
of vertices in each set Vj is bounded by the number of tuples, which is at most 2% - 2¢.

Given the vertex set as defined above, we only allow edges between subsequent layers,
that is, between vertices in V; and vertices in V;4;. More specifically, there exists an
edge from (S, S7) € V; towards (S, S7) € V;1; if the two following conditions hold:
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2.4 Minimum Hitting Set of 2-dimensional Interval Bundles

a) for all ' € SF \_S]: there exists a bundle U in F such that U C S. That is,
F € 87\ 87 if S covers one bundle in F; and

b) if F € F;, then F € S. This ensures that any s-t-path corresponds to a feasible
solution of the respective instance of MHSIB.

All edges in {s} x {(5%,87) € V} : S = (0} are contained in F. Let the weight
function w : E — N be defined as

w(($%,57),(5%,57)) = |52\ 9.

We claim that an optimal solution to MHSIB can be obtained by computing a shortest
s-t-path in the corresponding graph G. A solution to the MHSIB instance is, again,
obtained by taking the union of all sets S of elements represented by the traversed
vertices. Feasibility of the hitting set of bundles follows directly from the construction
of the edges in b). Moreover, the size of the solution equals the length of the path.
Similarly to i) the choice of weights implies that any solution to the corresponding
instance of MHSIB gives rise to an s-t-path of same length. At this point we make use
of the fact that the family is convex, which implies that the set of elements that is
contained in a set forms an interval. Without this condition, there might exist layers
1,7 with ¢ < 7 —1, and a set F' such that ¢ and j intersect F' but j — 1 does not. Due to
condition b), this forces the set F' to be hit by the elements from {j, ..., n}, even though
in an optimal solution the set F' might only be hit by elements from {1,...,7 — 1}.
Note that the size of the constructed graph is in O(22(+9)n), following by the bounds
on |V;| and the fact that we only have edges between subsequent layers V; and Vj11. A
simple BF'S finds a shortest path in linear time of the size of the graph. O

2.4 Minimum Hitting Set of 2-dimensional Interval Bundles

So far, we focused on instances with a given total ordering of 2. In this section, we
consider instances with € := N1UN> where we are given a total ordering < of the
elements in N7 and a total ordering <5 of the elements in No. Throughout this section
we may assume, w.l.o.g., that Ny :={1,...,n1} as well as Ny :={n; +1,...,n} with
cardinalities n; := |N;| for i € {1,2}.

As mentioned in the introduction, this setting is also motivated by an application to
railway maintenance ( and see Example . Interpret N1 and Ny as two sets of
train paths in opposite direction on a railway track and let Q := N{UN>. If we assume
that maintenance jobs are executed without preemption, we obtain bundles with a very
specific structure, so-called 2-dimensional interval bundles. More specifically, a set of
bundles is 2-dimensional interval if for all U € U, if 11,19 € U with 71,79 € N1, then
for all ¢/ € Ny with i1 < ¢/ < is we also have that ' € U. Analogously, if j1,jo € U
with j1,j2 € Na, then for all j/ € Ny with j; < 7' < jo we also have that ;' € U.
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We refer to this problem as the MINIMUM HITTING SET OF 2-DIMENSIONAL INTERVAL
BUNDLES PROBLEM (2-DIM MHSIB) and define the properties of being 2-dim-convex and
a-simple as follows.

Definition 2.10

Let (N1UN3, F) be an instance of 2-DiM MuSIB. For i € {1,2}, let F|y, be the family
of sets restricted to N;, that is, Fln, := {(Uyep{U N Ni}) \ {0} : F € F}. We call the
family F

i) 2-dim-convex if F|y, and F|y, are convex.
ii) a-simple for some a € N if |U| =a for all U € U.

The following example provides a visualization of the bundle structures in the context
of railway maintenance scheduling.

Example 2.11

We are given a railway corridor between location A and location B with bidirectional
traffic. The parallel lines in Figure 2.8|represent train paths. More specifically, the paths
{1,...n1} correspond to trains from A to B and the paths {n; + 1,...n} correspond
to trains from B to A. The maintenance jobs are represented by the dashed boxes. In
particular, the height of a box corresponds to the section of the railway corridor that
requires maintenance work and the length corresponds to the time window in which
a job has to be carried out. The length of a solid box represents the processing time
of a job. This example of Railway Maintenance Scheduling can be formulated as an

location B ™! +1 N

2R

location A »
1 2 3 m time

Fig. 2.8: An example of an instance of railway maintenance scheduling to obtain some intuition.
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instance of 2-DIM MHSIB in the following way. The ground set of elements is given
by the set of train paths. For every dashed box we introduce a set F. The bundles in
F are determined by the sets of train path that interfere with the solid box, given a
certain position within the dashed box.

To obtain some intuition, we interpret the properties of Definition [2.10]in the context
of railway maintenance scheduling. The property of F being 2-dim-convex refers to
a setting where the starting time of a job can be anywhere in a given time window.
a-simple is a natural property in a regular train schedule setting where, independently
of the starting time, a job always interferes with the same number of train paths.

In , it was shown that 2-DIM MHSIB remains NP-hard even on 2-dim-convex families.
We are able to prove a slightly stronger result.

Theorem 2.12
The 2-DIM MHSIB problem remains NP-hard if F is 2-dim-convez, 1-simple, and
Fmax =2.

Proof. We use the following graph construction to reduce Vertex Cover to an instance
with the required properties. Given a graph G = (V, E), we subdivide every edge
e = (u,v) € E into three edges (u, e,), (€y,€y), (€y,v) and denote the resulting graph
by G’ = (V', E'). Note that any vertex cover S in G yields a vertex cover in G’ if we
add exactly one vertex ey, e, for every edge e = (u,v) € E to the cover. This new
cover S’ has size S + |E|.

Also, w.l.o.g. a minimum vertex cover S’ in G’ contains exactly one vertex e,, e, for
every edge e = (u,v) € E (if not, it is either not a cover or we can add u and remove
ey from the cover without changing its cardinality). We claim that S’ NV is a vertex
cover in GG. Assume the contrary, i.e. there is an edge e = (u,v) that is not covered.
Then, since S’ was a cover in G, the edges (e,, e,) must be covered by S’ by either
ey O €,. Assume it is covered by e,, then it immediately follows by assumption that
v e S’ A contradiction. Note that the cover S = S’ NV has cardinality |S’| — |E].

G @ =V, E)

v ! w Gu Gw  €u €y
S:{va} S'=Su {guveuvfwv hm}

Fig. 2.9: Construction of G’ from G and corresponding vertex covers S and S’ in G and G'.
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Now, it is easy to see that F := {{{u},{v}} : (u,v) € E'} is an instance which is
1-simple, Fiax = 2 and 2-dim convex. The latter follows from the fact that we do not
have edges in V' and edges (e, e,) only. Thus, all sets are convex using an arbitrary
ordering on V' and an arbitrary ordering on the set of edge-vertices V' \ V as long as
ey, €y, follow one after another for all e € E. Figure 2.9 shows the construction and
indicates the partition of elements into V and V' \ V. O

In the following, we outline a polynomial-time approximation algorithm for 2-Dim
MHusIB where the family F is 1-simple and |F| < 2 for all F' € F. Since Fypax < 2 in this
setting, there already exists a 2-factor approximation algorithm ﬂ§|] We improve the
approximation guarantee slightly by using techniques from approximation algorithms
for the Vertex Cover problem.

Theorem 2.13
Let (N1UNy, F) be an instance of 2-DIM MHSIB. If F is 1-simple and Fax = 2, then
there exists a polynomial-time (2 — k—il)—factor approzimation algorithm with

ko= max{li - j| : {{i},{j}} € F with either i,j € Ny ori,j € No}.

Proof. The proof of the theorem is based on a result by Hochbaum for which we
are going to convert our instance of 2-DIM MHSIB into a Vertex Cover instance. The
theorem is stated below.

Proposition 2.14 (Hochbaum [58])
Let G be a k-colorable graph. There exists a polynomial-time algorithm that finds a
vertex cover with a size of at most (2 — %) times the size of an optimal vertex cover.

Given a l-simple instance (N7UNs, F) of 2-DIM MHSIB with Fi,.x = 2, we construct
a graph G = (V, E) with V := NyUNy and E := {(i,5) : {{i},{j}} € F}. Then, an
optimal solution of 2-DIM MHSIB corresponds to a minimum vertex cover in the graph
G and vice versa.

Consider the subgraphs of G|N;] and G[N2] and observe that by the construction of
G and the definition of k it holds that A(G[N1]) < k and A(G[Nz]) < k. Therefore,
by Brooks’ Theorem both induced subgraphs admit a (k + 1)-coloring. These colorings
can be extended to a (2k + 2)-coloring of G. Applying Proposition a chromatic
number of at most 2k + 2 immediately guarantees a polynomial-time algorithm that
computes a vertex cover whose size is at most (2 L) times the size of an optimal

Tkl
vertex cover. O

Finally, we present a first polynomial-time algorithm for a special case of 2-DiM MHSIB.
It is based on a decomposition of the problem.
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Theorem 2.15
Let (N1UNo, F) be a 2-dim-convez instance of 2-DIM MHSIB with Fiyax < 2. The
problem is solvable in polynomial time if for all F € F and U,U’ € F, the symmetric
difference only contains two elements, i.e. [UAU’| =2 and either
i) those elements belong to Ny or Na, i.e. UANU' C Ny or UAU' C Ny; or
it) the symmetric difference always contains one element from N1 and one element
from No, i.e. UNU' N Ny # 0 and UAU' N Ny # ().

Proof. First, note that for any F' = {U, U’} all elements in UNU’ must be contained in
any hitting set of bundles. Let (NJUN¢, F') be the instance after removing all elements
in the respective intersections. Note that there is a one-to-one correspondence between
a minimum hitting set of bundles of ' and a minimum hitting set of bundles of F
by adding back or removing the aforementioned elements of the intersections. Due to
2-dim-convexity and a 2-dimensional interval family F, we have that the reduced family
F' on the reduced set of elements NJUNJ is again 2-dim-convex and 2-dimensional
interval. Furthermore, w.l.o.g., |F| = 2 for all F € F'. (If |F| = 1, all elements in
U € F are contained in any hitting set of bundles and can be removed to reduce the
instance even further.) Additionally, by assumption the family F’ is 1-simple.
Observe, the graph on N{UN} with edges corresponding to the sets in F’ is bipartite.
This follows from the fact that on the one hand, if UAU’ C N1 or UAU’ C N> for all
{U,U'} € F, due to convexity, the graph consists of a collection of paths since each
element in NJUN3 can neighbor at most two others and cycles cannot occur. On the
other hand, if UAU' NNy # 0 and UAU' NNy # O for all {U, U’} € F, edges only occur
between vertices representing the sets Ni and N3, but not within the sets N7 and N3,
respectively. Now, any vertex cover in the constructed graph corresponds to a solution
of 2-DIM MHSIB and vice versa. Since the graph is bipartite, we can find a vertex
cover in polynomial time, which follows from Konig’s theorem and any polynomial
time maximum matching algorithm (see Proposition . Finally, a solution to ' can
easily be lifted to a solution to F. O

2.5 Open Problems

In this chapter, we studied the Minimum Hitting Set of Bundles problem on general set
families and restricted to interval and 2-dimensional interval bundles. In the following,
we provide an outlook on future research directions.

In Theorem we showed that MHSIB remains NP-hard even if the family F is
convex and a-simple, where a is some function in n. It is open how the complexity
changes if we require a to be constant.

Problem 2.16
Consider an instance of MHSIB. Does the problem remain NP-hard if the family F is
convex and a-simple for constant a?
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The following application of MHSB gives rise to several interesting questions for
future research. The universe is given by a collection of courses. Every set represents
a student, and the bundles of the set correspond to a feasible subset of courses the
student could take. In this case, the bundle constraints do not only express time
overlaps but can also be used to encode that some courses might only be taken in
combination (e.g., lectures and corresponding exercise classes, lab experiments).

In this setting, introducing an upper bound on the number of students per course
seems natural. This corresponds to introducing an upper bound on the number of sets
that are hit by a bundle containing a specific element. If the bundles are interval, this
problem is equivalent to Busy Time Minimization with capacity B.

Problem 2.17 (Constrained MHSB)
Consider an instance of MHSB together with an upper bound b(w) for all w € . A
feasible solution is given by a collection of bundles C such that

(i) C contains at least one bundle from every F' € F, and

(ii) every element w € €2 is contained in at most b(w) bundles in C.
The objective is to find a feasible solution that minimizes the number if distinct elements
in C, in other words, to minimize | J,cc U]
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Chapter 3
Partition Reductions of Gammoids

The main contribution of this chapter is a polynomial-time algorithm to reduce a
k-colorable gammoid to a (2k — 2)-colorable partition matroid. Gammoids are combina-~
torial matroids that generalize partition, transversal and laminar matroids. Intuitively,
this type of reduction reduces a gammoid to its simple underlying structure. It is known
that there are gammoids that cannot be reduced to any (2k — 3)-colorable partition
matroid, so this result is tight. Our motivation to study partition reductions is based
on their connection to certain covering and coloring problems on the intersection of
matroids. Parts of this chapter are dedicated to explaining the implication of our
results on these types of problems.

This is joint work with Benjamin Moseley and Kirk Pruhs. The chapter corresponds
to or is in parts identical to .

The chapter is structured as follows. After introducing the necessary terms
and notation, Section gives an overview of the matroid classes that play a role
throughout this chapter and addresses the relation between the different classes. Next,
we highlight the connection of partition reductions to two combinatorial optimization
problems, the Matroid Intersection Cover problem (Section and List Coloring of
Matroids (Section . An overview of related work is given in Section After
this, we summarize our main results and explain their implications on related coloring
and list coloring problems in Section [3.1.5] This is followed by an overview of our
techniques in Section Section [3.2]is dedicated to the description of the partition
reduction Algorithm. The analysis is deferred to Section [3.3] Finally, we restate an
example, showing that our algorithm is tight and conclude with open problems.
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Chapter 3 Partition Reductions of Gammoids

3.1 Introduction

A set system is a pair M = (S,7) where S is a universe of n elements and Z C 2°
is a collection of subsets of S. The set system is hereditary (or downward-closed) if
ACBCSand BeZimply A€ Z. A matroid is a downward-closed set system with
the additional properties that () € Z and if A € Z, B € Z, and |A| < |B| then there
exists an element s € B such that AU {s} € Z. Sets in Z are called independent
and the rank r is the maximum cardinality of a set in Z. A partition C1,Cj,...Cg
of S into independent sets is a k-coloring of M. The coloring number of M is the
smallest k such that a k-coloring exists.

If R C S, then the restriction of M to R, denoted by M|R, is a set system where
the universe is S N R and where a set I C S is independent if and only if I C R
and I € Z. The intersection of matroids (S5,Z;)...(S5,Zy) on a common universe is a
downward-closed set system with universe S where a set I C S is independent if and
only if for all 7 € [] it is the case that I € Z;.

A gammoid is a matroid that has a graphical representation (D = (V, E), S, Z),
where D = (V, E) is a directed graph, S C V is a collection of source vertices and
Z C V is a collection of sink vertices. In the gammoid, which is represented by D, a
set I C S is in Z if and only if there exist |I| vertex-disjoint paths from the vertices
in I to some subcollection of vertices in Z. A partition matroid is a matroid that
can be represented by a partition X of S. In the matroid that is represented by the
partition a set Y C S is in Z if and only if [Y N X| < 1 forall X € X. !

A matroid N is a reduction (also called weak map) of a matroid M with the same
universe if and only if every independent set in IV is also an independent set in M. If N
is a partition matroid, then we say that there exists a partition reduction from M
to N. Im et al. defined the following decomposability concept, which generalizes
partition reduction.

Definition 3.1
A k-colorable matroid M = (S,Z) is (b, c)-decomposable if S can be partitioned into
sets X1, Xo, .., Xy such that:

e For all i € [¢] it is the case that | X;| < c- k.

e For aset Y = {vy,..., v}, consisting of one representative element v; from each
X, the matroid M | Y is b-colorable.

If b =1, then X1, X, .., X/ represent a partition matroid. Thus, (1, ¢)-decomposability
means there exists a partition reduction, where the coloring number increases by at

One can generalize this to let there be a separate upper bound a(X) for each X € X on the
number of elements Y can obtain from X, but throughout this thesis the term partition matroid refers
to a matroid where the bound is one. We refer to the generalization as general partition matroid.
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most a factor of c. Note that if we do not require a bound on the coloring number of
the corresponding partition matroid, a partition decomposition of any matroid is trivial.
Simply, put all elements of the universe into a single partition. This corresponds to a
(1, #)-decomposition and implies a trivial upper bound on c. A simple lower bound
on c is given by 1, since the coloring number of the corresponding partition matroid
cannot be smaller than the coloring number of the original matroid.

3.1.1 Matroid Classes

We already introduced gammoids and partition matroids. This subsection gives an
overview about the most important combinatorial matroids and addresses the connection
between the different matroid classes.

A uniform matroid is a matroid in which a set I is independent if and only if [I| < a
for some a € N. By definition, uniform matroids have rank a and all circuits in M have
exactly a elements. A matroid is called paving if all circuits have more than a — 1
elements. Hence, every uniform matroid is also paving.

Another family of matroids that generalizes uniform matroids are general partition
matroids. We already introduced partition matroids, where each independent set
may intersect with each part of the partition in at most one element. In a general
partition matroid, we are given in addition to the partition X positive integers a(X)
for all X € X. A set Y is independent if and only if |Y N X| < a(X) for all X € X.

Given a laminar family F and positive integers a(X) for all X € X, we define the
corresponding laminar matroid in the following way. A set Y is independent in the
laminar matroid if and only if |Y N X| < a(X) for all X € X. Since every partition is
in particular laminar, every general partition matroid is also a laminar matroid.

Another class of matroids that generalizes partition matroids are transversal ma-
troids. Let X, Xs,...,X; be a collection of subsets of S. A set Y is independent

gammoid

laminar

l

transversal general partition  paving

I

partition uniform

Fig. 3.1: Connection between matroid classes. An arc from class A to B in the diagram
implies that B is a subclass of A.
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in the corresponding transversal matroid if and only if |Y N X;| < 1 for all ¢ € [I].
Gammoids generalize laminar and transversal matroids. For a visualization of the
connection between the matroid classes defined above see Figure 3.1]

A graphic matroid is a matroid that can be represented by a multigraph G = (V| E).
The universe is given by the set E and a subset Y C F is independent in the graphic
matroid if and only if E induces a forest in G. An example of a uniform matroid that
is not graphic is given by the uniform matroid on 4 elements with rank 2 .

3.1.2 Connection to the Matroid Intersection Cover Problem

In the following, we introduce the Matroid Intersection Cover problem and explain its
connection to partition reductions. The Matroid Intersection Cover problem is the
special case of Set Cover, where the underlying set system is given by the intersection
of | matroids. Note that the intersection of [ matroids is a downward-closed set
system and, hence, the coloring number and the covering number are essentially the
same. This follows from the subsequent observation. Given a cover C = C1,Cy,...,C,
of a downward-closed set system, we consider an element s of the universe that is
contained in multiple sets Cj,, ..., C;, of the covering. Simply replace these sets by
Ciy, Ciy \ {s},...,Ci, \ {s}, to ensure that s is only contained in one of them. The fact
that the set system is downward-closed guarantees that the sets Cj, \ {s},...,Cj, \ {s}
are also independent. Therefore, the Matroid Intersection Cover problem is sometimes
also referred to as Matroid Intersection Coloring problem.
It is formally defined as follows.

Definition 3.2 (Matroid Intersection Cover Problem)

Given [ matroids My = (S,Zy),...,M; = (S,Z;) on a common universe S, find a
collection of subsets C, such that C covers S and every set in C is independent in all [
matroids, that is, C C ;e Zi- The objective is to minimize IC|.

Im et al. showed that given any set of [ matroids that are (1, ¢)-decomposable,
there exists a polynomial-time algorithm to construct a (c-[)-approximate set cover
for the intersection of their set systems. The main idea is to consider the partition
reductions of the [ matroids. For a matroid M; let X; be the partition that represents
the corresponding partition matroid. Im et al. constructed an [-partite hypergraph
in the following way. The vertex set is given by Vi, Vo ..., V; such that every V; contains
a vertex for every part in &j. For every element s in S, we introduce a hyperedge e
that contains the vertex from every V; that corresponds to the part in AX; that contains
s. Figure [3.2] displays the vertex set of the hypergraph and visualizes the structure of
a single hyperedge e;.

Consider a coloring of the hyperedges such that if two hyperedges e and e’ are
assigned the same color, then e N e’ = (). Then every color class corresponds to a set C'
of elements in S that contains at most one vertex from a part of any partition X;. In
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X

Fig. 3.2: Vertex set of the hypergraph together with a visualization of a hyperedge e;.

other words, C is independent in the partition matroids represented by Xy, Xs, ..., 4]
and, hence, C is also independent in the original matroids. A simple Greedy algorithm
is used in to obtain a coloring of the hypergraph. Overall, the main algorithmic

result from is:

Proposition 3.3 (Im et al. [60])

Consider matroids My, Mo, ... My defined over a common universe, where matroid
M; has coloring number k;. There is a polynomial-time algorithm that, given a
(bi, ¢;)-decomposition of each matroid M;, computes a coloring of the intersection

of My, Mo, ... My using at most (Hie[l} bi> . (Zz’e[l] cz-) k* colors, where k™ = max;cy ki.

3.1.3 Connection to List Coloring of Matroids

For graphs the concept of coloring can be extended to the concept of list coloring,
where we are given a set or so-called list of colors L(v) for every vertex of the graph. A
list coloring of a graph is a coloring that additionally has the property that each vertex
is colored with a color contained in its list. The list coloring number of the graph is
the smallest k& such that if |L(v)| > k for all vertices v, we can guarantee the existence
of a feasible list coloring.

In a similar way, one can extend the concept of coloring on matroids to list coloring
on matroids. If each element s € S is additionally given an associated list L(s) of
allowable colors, then a list coloring is a coloring with the additional property that
every element is colored with a color from its list. The list coloring number of M is
the smallest k that guarantees that if for s € S it is the case that |L(s)| > k then a
list coloring exists. For a single matroid, Seymour showed that the list coloring
number equals its coloring number. The following question arises in a natural way:
How about the list coloring number of the intersection of two matroids?
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Definition 3.4 (List Coloring Problem for two Matroids)

Given two matroids My = (S,Z;) and My = (S,Z2) on a common universe S, find
the smallest integer k, such that if |L(s)| > k for all s € S, there always exists a list
coloring of the intersection of the two matroids.

The type of result one would hope for is an upper bound on the list coloring number
of the intersection of two matroids in terms of the list coloring number (or equally
the coloring number) of the two single matroids. If the two matroids M; and Mj are
partition matroids, a result by Galvin [45] implies that the list coloring number of the
intersection of M; and My equals max{ki, ko}, where k; is the coloring number (or
equally the list coloring number) of M;.

An immediate consequence of , which was also observed in [18], is that the
existence of partition reductions for two matroids implies an upper bound on the list
coloring number of their intersection. Formally, one has the following proposition.

Proposition 3.5 ([18}, [45])

Let My, My be two matroids with coloring numbers k1, ko, respectively. If each matroid
is (1, ¢;)-decomposable, then the list coloring number of the intersection of the two
matroids is at most max{ciky, caka}.

3.1.4 Related Work

Partition Reductions. There are two prior, independent papers in the literature
that are directly relevant to our results. Bérczi et al. showed that any gammoid M
admits a (1, (2 — #))-decomposition. This proof is constructive and can be converted
into an algorithm. The resulting algorithm is essentially a local search algorithm that
selects a neighboring solution in the dual matroid such that an auxiliary potential
function always decreases. There seems to be little hope of obtaining a polynomial-
time algorithm using techniques from since the potential can be exponentially
large. Bérczi et al. showed that no better bound is achievable. Independently,
Im et al. gave a polynomial-time algorithm to construct a (18, 1)-decomposition
of a gammoid. The reduction was shown by leveraging prior work on unsplittable
flows . Combining Proposition with the decompositions in one obtains
O(1)-approximation algorithms for problems that can be expressed as coloring problems
on the intersection of O(1) common combinatorial matroids. Several natural examples
of such problems are given in .

Both papers also observed that partition reductions are relatively easily
obtainable for other common types of combinatorial matroids. In particular, transversal
matroids are (1, 1)-decomposable , graphic matroids are (1,2)-decomposable ,
and paving matroids are (1, [ -5 ])-decomposable if they are of rank r .

Set Cover Problem. We already highlighted the connection of partition reductions
to the Matroid Intersection Cover problem, which is essentially a special case of Set
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Cover. Set Cover has been studied extensively in the field of approximation algorithms.
See Section [[.1.4] for more information.

There is considerable interest in discovering special instances of Set Cover where
this approximation ratio can be improved. Despite the interest, there are few cases
where the approximation can be improved. One case is given by geometric covering
problems. Examples of this include covering points in the plane using discs for
which a polynomial-time approximation scheme is known. Another case is given by
restricting the number of sets an element can appear in. For example, in the vertex
cover problem, each set can have a size of at most two. A 2-approximation is known
in this case . More generally, an fiax-approximation is known for vertex
covering hypergraphs with edges that include at most fiax vertices.

Matroid Intersection Cover Problem. Several results are known for the special
case of [ = 2. Konig’s famous line coloring theorem can be interpreted in terms of
matroid intersection covers. Given two k-colorable partition matroids, the intersection
is also k-colorable. The statement does not hold for matroids in general. For an
example see Section 42.6¢|. An upper bound for two general matroids was proven
by Aharoni and Berger . They showed that given two matroids M; and M, with color
numbers ki, ko respectively the color number of the intersection of the two matroids is
at most 2max{k1, k2}. Matroid Intersection Cover is NP-hard for [ > 3. This follows
from the fact that it is NP-hard to decide, whether a 3-partite, uniform hypergraph of
degree 3 is 3-edge colorable [85].

Im et al. studied the Matroid Intersection Cover problem on a collection of [
matroids. Given a (b;, ¢;)-decomposition of M; for all i € [I], they present a polynomial-
time algorithm that computes a cover of the intersection of size at most (Hie[l] b;) -

(Zie[l] ¢;)k*, where k* = max;cp ki- See Section m for more details. As already
mentioned above this implies constant-factor approximation algorithms if each of the
constant number of matroids is either a partition matroid, a transversal matroid, a
graphic matroid, a laminar matroid or a gammoid.

A related problem is the existence of a partition into common bases. Given two
matroids My, Mo, can we partition the ground set into k sets such that all of them
are bases in both matroids? Since the intersection of two matroids forms a downward
closed family, a cover and a partition of the ground set is essentially the same. The
crucial difference is the additional property that we require the sets of the partition to
be bases. Bérczi and Schwarcz show that it is already NP-hard to decide whether
there exists a partition into two common bases if one matroid is a partition and the
other one a linear matroid.

Matroid Intersection Problem. In the literature, the term Matroid Intersection
problem usually refers to the special case of | = 2. That is, given two matroids
My = (S,Z;) and My = (S,Z2), find a set of maximum cardinality (or weight) that is
independent in My and M. It is well-known that Edmond’s Matroid Intersection
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Algorithm solves this problem in polynomial-time .

For [ > 3, Matroid Intersection is NP-hard by a reduction from Hamiltonian Path
on directed graphs . A result by Fisher et al. implies that Greedy is a %—
approximation algorithm for finding an independent set of maximum cardinality in the
intersection of [ matroids. Lee et al. presented an Z%E—approximation algorithm
using local search techniques. For the special case of [ = 3 Linhares et al. gave a
2-approximation algorithm.

Matroid Cover/Coloring Problem. This is the special case of Matroid Intersection
Cover for [ = 1. Given a single matroid M = (S,Z), find a collection C C Z of minimum
size that covers S. Note that this is equivalent to partitioning S in as few independent
sets as possible. Therefore, the Matroid Cover problem is sometimes also referred to
as Matroid Coloring problem. Matroid Cover can be solved in polynomial time, since
it can be reduced to finding a maximum independent set in the intersection of two
matroids. For more details on the reduction, see for example Chapter 8|.

Zhou studied the Minimum Partitioning problem on downward-closed systems.
In contrast to matroids, it is NP-complete to partition a downward-closed set system
into a minimum number of independent sets. This follows directly from the fact that
graph coloring is a special case. Given a graph on a vertex set V', choose V' to be the
ground set of elements. Let Z be the set of independent sets of the graph, then (V,7)
forms an independent set system and a minimum partition corresponds to a coloring
of G with a minimum number of colors. See for an overview of connections of the
Minimum Partition problem on downward-closed set systems to other combinatorial
optimization problems and lower bounds.

3.1.5 Our Results

Our main result is a partition reduction of a k-colorable gammoid. This reduction
ensures that the coloring number of the partition matroid is at most 2k — 2. Previous
lower bounds imply that this is the best reduction possible in terms of the coloring
number.

Theorem 3.6

A partition reduction from a k-colorable gammoid M to a (2k — 2)-colorable partition
matroid can be computed in polynomial time given a directed graph D that represents
M as input.

Combining our main result, Theorem with Proposition from we obtain
significantly better approximation guarantees for Matroid Intersection Cover problems
in which one of the matroids is a gammoid.

Corollary 3.7
Given any collection of I matroids on the same ground set S where each matroid is
either a graphic matroid, paving matroid, or gammoid, let L be the intersection of their
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independent sets. There is a polynomial-time algorithm to compute a 2l-approximation
of the Set Cover of S using sets in I.

In the following, we give an example of a Matroid Intersection Cover problem in
which one of the matroids is a gammoid. Initially, assume that the input consists of
a directed graph D with a designated file server location (a sink) and a collection of
clients requesting files from the server at various locations in the networks (the sources).
Every time step, a collection of clients, for which there exist disjoint paths to the server,
can be served. The goal is to get every client, as quickly as possible, the requested file
from the server. The problem described above is a Matroid Cover problem that can be
solved to optimality in polynomial-time .

Now additionally assume that sets of clients are employed by different companies.
There is a Service Level Agreement (SLA) for each company that upper bounds how
many clients from a particular company can be serviced per time unit. With the
additional constraints, the problem becomes a Matroid Intersection Cover problem,
where the intersecting matroids are a gammoid and a partition matroid. Using
the (18,1)-decomposition of a gammoid and Proposition from one obtains
a polynomial-time 36-approximation algorithm. However, combining the (1,2 — %)—
decomposition of a gammoid from Theorem with Proposition from we now
obtain a polynomial-time 3-approximation algorithm.

Another algorithmic consequence is an efficient algorithm for list coloring the inter-
section M7y N Ms of a kq-colorable matroid M; and a ks-colorable matroid M, if the
list of allowable colors for each element has cardinality at least 2 max(k1, k2), and each
of the matroids is either a graphic matroid, paving matroid, transversal matroid, or
gammoid. Casting this into the context of our running file server example implies that,
additionally, each client has a list of allowable times when the file transfer may be
scheduled. Our partition reduction of a gammoid then yields an efficient algorithm to
find a feasible schedule as long as the cardinality of allowable times for each client is at
least 2max(ky, k2), where ky is the time required if the network had infinite capacity
(so only the Service Level Agreement constraints come into play), and ko is the time
required if the SLA allowed infinitely many file transfers (so only the network capacity
constraints come into play).

Set Cover is a canonical algorithmic problem. Hence, there is considerable interest
in discovering examples of natural special types of set cover instances that allow
better approximation algorithms than the well-known H(n) and fpax-approximations
(see Section . Our results provide another example of such a natural special
case, namely when the sets come from the intersection of a small number of standard
combinatorial matroids.

Finally, Theorem [3.6] and its proof reveal structural properties of gammoids that
would seem likely to be of use to address future research on gammoids.
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3.1.6 Overview of Techniques

Given a graphic representation of a gammoid, an optimal coloring can be computed in
polynomial-time . By superimposing the source-sink paths for the various color
classes, one can obtain a flow f from the sources to the sinks that moves at most & units
of flow over any vertex. Using standard cycle-canceling techniques [5] one can then
convert f to what we call an acyclic flow. A flow f is acyclic if for every undirected
cycle C'in D at least one edge in C' either has flow k or has no flow. Thus, by deleting
edges that support no flow in f, as they are unnecessary, we are left with a forest T of
edges that have flow in the range [1,k — 1] and a collection of disjoint paths, which we
call highways, that have flow k. See Figure 3.3

Now each part X in the computed partition X will be entirely contained in one tree
T € T, and the parts X in a tree T' € 7 are computed independently of other trees
in 7. There can be four types of vertices in T": (1) sources s that have outflow 1, (2)
source portals §, which are vertices that have a highway directed into them, and which
have outflow k in T, (3) sink portals Z, which are vertices that have a highway directed
out of them, and which have inflow k& in T, and (4) normal vertices.

We give a recursive partitioning algorithm for forming the parts X in a tree T' € 7.
In each recursive step, our algorithm first identifies a single part X of at most 2k — 2
sources and an associated sink portal that are in some sense near each other on the
edge of T'. The algorithm then removes these sources and sink portal from T, and
reconnects disconnected sources back into appropriate places in T'. The algorithm then
recurses on this new tree 7.

Legend

o Sink

a Sink Portal

o Source

e Source Portal
— Edges in trees

Highways

Tree 11 Tree Ts

Fig. 3.3: Example of trees created. Here k = 3. Source portals are matched to sink portals
along a path not in the trees. All sink portals have k units of flow entering them
and source portals have k units leaving.
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Most of the proof that our partitioning algorithm produces a (1,2 — %)—decomposition
focuses on routing individual trees in 7. So let Y be a collection of sources such that
Y N X| <1 holds for all X € X. The first key part is proving that as the partitioning
algorithm recurses on a tree 7', it is always possible to route both the flow coming into
T, and the flowing emanating within 7", out of T', without routing more than k units
of flow through any vertex in T'. Note that as the algorithm recurses, the tree T loses
a sink portal (which reduces the capacity of the flow that can leave T by k) and loses
up to 2k — 2 sources (which means there is less flow emanating in 7" that has to be
routed out).

The second key part is to prove that there is a vertex-disjoint routing from the source
portals in T and the sources in T'NY to the sink portals in T'. To accomplish this, we
trace our partitioning algorithm’s recursion backwards. So in each step a new collection
X of sources and a sink portal is added back into 7. We then prove by induction that
no matter how the previously considered sources in Y were routed, there is always a
feasible way to route the chosen source in Y N X to a sink portal in T'. We finish by
observing that unioning the routings constructed within the trees with the highways
gives a feasible routing for Y.

3.2 The Partition Reduction Algorithm

This section gives the Partition Reduction algorithm. First, we define a corresponding
flow graph. Using a Cycle-Canceling algorithm, we decompose the flow graph into
a collection of trees. Then we algorithmically create the partitions from the local
structure in these trees. The analysis of the algorithm is deferred to the next section.

Let D = (V, E) be a directed graph that represents a gammoid. Let S C V be a
set of sources, and Z C V be the collection of sinks. We may assume without loss of
generality that:

e Each vertex v € V has either out-degree 1 or in-degree 1.

e Each source s € S has in-degree 0 and out-degree 1.

e Each sink z € Z has in-degree 1 and out-degree 0 and |Z| = r.
o If (u,v) is an edge in F, then (v,u) is not an edge in F.

We assume without loss of generality that all color classes have full rank, that is
|S| = rk. This can be assumed by adding dummy sources to M.

Definition 3.8
e A feasible flow in a digraph D from a collection S’ C S is a collection of paths
{p*® | s € S’} such that (1) p® is a simple path from s to some sink, and (2) no
vertex or edge in D has more than k such paths passing through it.
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e A feasible routing in a digraph D from a collection S’ C S is a collection of
paths {p°® | s € S’} such that (1) p® is a simple path from s to some sink, and (2)
no vertex or edge in D has more than one such path passing through it.

3.2.1 Defining the Flow Graph

Given the digraph D, we can compute a minimum k such that M is k-colorable
in polynomial time using a polynomial-time algorithm for Matroid Intersection .
Further we can compute the collection of resulting color classes C = {C1,Cy,...,Cj}.
So C is a partition of the sources S, and for each C; € C there exist r vertex-disjoint
paths p},...p! in the digraph D from the 7 sources C; to Z. We create an f where the
flow f(u,v) on each edge (u,v) is initialized to the number of paths p] that traverse
(u,v), that is

k r
f(u’ 1)) = Z Z IL(u,v)Epz.
i=1j=1

A flow f is acyclic if for every undirected cycle C in D at least one edge in C either
has flow k or has no flow in f. An arbitrary flow can be converted acyclic by finding
cycles in a residual network D". This is standard , but for completeness we define it
here. For every directed edge (u,v) with f(u,v) < k there exists a forward directed
edge (u,v) in D" with capacity ¢, (u,v) := k — f(u,v). For every directed edge (u,v)
with f(u,v) > 0 there exists a backward directed edge (v,u) in D" with capacity
cr(v,u) == f(u,v). An augmenting cycle in D" is a simple directed cycle with strictly
more than two edges.

Cycle-Canceling Algorithm. While there exists an augmenting cycle C' do the
following:

e Let ¢:= min(,,ec ¢ (u, v) be the minimum capacity of an edge in C'.
e For each forward edge (u,v) € C, increase f(u,v) by c.
e For each backward edge (u,v) € C, decrease f(u,v) by c.

As every iteration increases the number of edges that have flow &k in f or that have no
flow in f by one, the Cycle-Canceling algorithm terminates after at most |E| iterations.
The following observations are straight-forward.

Observation 3.9
The following properties hold when the Cycle-Canceling algorithm terminates:

o f is a feasible flow of kr units of flow from all the sources.
o FEvery undirected cycle C in D contains at least one edge with flow k in f or one
edge with no flow in f.
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3.2 The Partition Reduction Algorithm

e The collection of edges in D that has flow strictly between 0 and k in f forms a
forest.

o The collection of edges in D with flow k in f are a disjoint union of directed
paths, which we call highways.

3.2.2 Properties of the Acyclic Flows

We now give several definitions and straightforward observations about our acyclic flow
f that will be useful in our algorithm design and analysis.

Definition 3.10

e A vertex v is a source portal if its in-degree in D is 1, and it has k units of flow
passing through it in f.

e A vertex v is a sink portal if its out-degree in D is 1, and it has k units of flow
passing through it in f.

e Let 7 be the forest consisting of edges in D that have flow in f strictly between
0 and k.

e For a tree T € T and a vertex v € T define T,, to be the forest that results from
deleting the vertex v from 7.

Observation 3.11
Each sink z € Z is in a tree T € T that consists solely of z.

Proof. By assumption, the sink z has in-degree 1 in D and all color classes C have
full rank. Hence, k units of flow are entering z through a unique edge. O

As our Partition Reduction algorithm partitions each tree T € T independently, it is
notationally more convenient to fix an arbitrary tree T' € T, and make some definitions
relative to this fixed T, and make some observations that must hold for any such T'. To
a large extent these observations are intended to show that the Figure [3.4] is accurate.

Definition 3.12
e Let S be the collection of source portals in tree 7.
e Let Z be the collection of sink portals in tree T'.
e A normal vertex is a vertex that is none of a source, a sink, a source portal, nor
a sink portal.

Definition 3.13
e A feasible flow in T from a collection S’ C S is a collection of paths, one path
p® for each s € S” and k paths p5, ... pi for each source portal § € S such that
(1) p* is a simple path from s to some sink portal, (2) each p$ is a simple path
from § to a sink portal, and (3) no vertex or edge in 7' has more than k such
paths passing through it.

93



Chapter 3 Partition Reductions of Gammoids

e A feasible routing in T from a collection S’ C S is a collection of paths, one
path p® for each s € S’ and one path p® for each source portal § € S such that
(1) p® is a simple path from s to some sink portal, (2) p°® is a simple path from 3
to a sink portal, and (3) no vertex or edge in 7" has more than one such paths
passing through it.

Legend

m Sink Portal

e Source Portal

o Source
—— Edgesin H

= Edges in backbone B

Fig. 3.4: Backbone of a tree.

The following observation holds for trees in T initially and gives intuition for the
structure of 7. We remark that this observation may not hold for all trees throughout
the execution of our algorithm.

Observation 3.14
The number of sources in T is an integer multiple of k.

Proof. This follows from the fact that each source portal § € T" has exactly k units of
flow coming into 7" via § in the flow f and each sink portal Z € T has exactly k units
of flow leaving T via Z in f. O

Definition 3.15
e For two vertices u,v € T, let P(u,v) be the unique undirected path from u to v
inT.
e The backbone B of T is the subgraph of T' consisting of the union of all paths
in between pairs of sink portals in T, that is B = UgeZ Usez P(3,2).
e For the backbone B, let B, be the induced forest that results from deleting v
from B.
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3.2 The Partition Reduction Algorithm

e A vertex v in a backbone B is a branching vertex if either:

— v is not a sink portal and the forest B, contains at least two trees that each
contain exactly one sink portal, or

— v is a sink portal and the forest B, contains at least one tree that contains
exactly one sink portal.

e Let H be the forest that results from deleting the edges in B from the tree T'.

e For two vertices u,v € B, let S(P(u,v)) be the sources s € S such that there exists
a tree H € H such that s € H and such that H contains a vertex w € P(u,v).
Intuitively these are the sources in trees in H hanging off vertices of the path
P(u,v).

e Let S(v) denote S(P(v,v)).

Observation 3.16
If § € S is a source portal in T then § is in the backbone B and degg(é’) > 2, that is §
has out-degree at least 2 in B.

Proof. By definition, § has a unique incoming edge which is saturated in f, and at
least one outgoing edge in T that is not saturated in f. Hence, degg(é) > 2. By flow
conservation, there have to be at least two directed paths from 5 to two different sink
portals in 7. This implies that § is in the backbone B. O

Observation 3.17
If B contains at least two sink portals, then B contains a branching vertex v.

Proof. Consider an arbitrary vertex v € B. If v is not a branching vertex, then there
must be a subtree T € B, that contains two sink portals. One can then recurse on T”
to find a branching vertex. O

Observation 3.18
If s € S is a source in T then s is not in the backbone B.

Proof. Since every source s has out-degree 1 in D, it cannot be on a path between a
pair of sink portals in 7. O

Observation 3.19
For each tree H € 'H it must be the case that all edges in H are directed towards the
unique vertex w in H that is also in B.

Proof. This follows from the fact that H \ {w} cannot contain a sink portal. O

95



Chapter 3 Partition Reductions of Gammoids

Observation 3.20
Assume that T has at least two sink portals. Let v be a branching vertex. Let T' be a
tree in the forest B, that contains exactly one sink portal Z. Then the following must

hold:
o T"=P(v,2)\ {v}.
e If T contains a source portal 3, then degzg(§) = 2.

e The path T' contains at most one verter y such that degg(y) =2.

Proof. The first statement follows from the definition of B and the fact that 7" only
contains one sink portal. The second statement follows since every vertex on a path
other than its endpoints has degree two. For the last statement assume, to reach a
contradiction, that there were two such y’s, y; and ys with y; being closer to v in B.
Then the flow leaving y; toward Z could not be feasibly routed through ys. O

3.2.3 Description of the Partition Reduction Algorithm

Given the collection of trees 7T, our Partition Reduction algorithm returns a partition
X of the sources in S. The algorithm iterates through the trees T in T and partitions
the sources in T based on their locality in T'. So let us consider a particular tree T' € T .

The algorithm performs the first listed case below that applies, with the base cases
being checked before the other cases. In the non-base cases the tree T' is modified,
and the algorithm called tail-recursively on the modified tree. After the algorithm
description, we show that the algorithm maintains the invariant that there is a feasible
flow on the tree T throughout the recursion.

Base Case A: If T contains no sources then the recursion terminates, and the algorithm
moves to the next tree in 7.

Base Case B: Otherwise, if T' contains at most 2k — 2 sources and no source portal
then these sources are added as a part X in X. The recursion terminates, and the
algorithm then moves to the next tree in 7.

We perform the following recursively on T if neither base case holds. Let v be
an arbitrary branching vertex in B. We show the existence of such a vertex in
Observation [3.21

Let Z; be a sink portal in some tree 77 in T, that only contains one sink portal. If v
is not a sink portal, let Z, be a sink portal in some tree T5, where T7 # T5, in T, that
only contains one sink portal. If v is a sink portal let Z2 = v.

The algorithm’s cases are broken up as follows. Case 1 is executed when there is
a source portal at v or in 17 or in 1. Case 2 is executed when there is a vertex of
out-degree 2 in 17 or T3 and there is no source portal. Case 3 is everything else.
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Recursive Case la: The vertex v is a source portal. In this case T is modified
as follows: (1) for each source s € T} a directed edge (s,v) is added to T', (2) v is
converted into a normal vertex, and (3) all the nonsources in 7} are deleted from T'.
The algorithm then recurses on this new T'.

[N
=

Recursive Case 1b: In this case for some ¢ € {1,2} the path P(v, %) \ {v} contains
a source portal. In this case T is modified as follows: (1) for each source s € T; a
directed edge (s,v) is added to T', and (2) all the nonsources in 7; are deleted from T'.
The algorithm then recurses on this new 7.

Zi

Recursive Case 2a: In this case for some i € {1,2}, the path P(v, %) \ {v} contains
a vertex y with degh(y) = 2 and |S(P(y, %))| < 2k — 2. Add the sources in S(P(y, %))
as a part X to X'. The tree T is then modified as follows: (1) for each source s € T; — X
a directed edge (s,v) is added to T, and (2) the sources in X and all the nonsources in
T; are deleted from T'. The algorithm then recurses on this new 7.
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Recursive Case 2b: In this case for some ¢ € {1, 2}, the path P(v, Z;) \ {v} contains
a vertex y with degf(y) = 2 and |S(y)| = k. In this case the algorithm adds the k
sources in S(y) as a part X to X. The tree T is then modified as follows: (1) for each
source s € T; — X a directed edge (s, v) is added to T, and (2) the sources in X and all
the nonsources in T; are deleted from T. The algorithm then recurses on this new 7.

Zj

Recursive Case 2c: In this case for some 7 € {1,2}, the path P(v, z;) \ {v} contains
a vertex y with degh(y) = 2 and |S(P(y, 2) \ {y})| = k. In this case the algorithm
adds the k sources in S(P(y, %) \ {y}) as a part X to X. The tree T is then modified
as follows: (1) for each source s € T; — X a directed edge (s,v) is added to T', and (2)
the sources in X and all the nonsources in T; are deleted from 7T'. The algorithm then
recurses on this new 7.

Z
Recursive Case 3a: In this case for some ¢ € {1,2} T; contains exactly k sources.

Add the sources in T; as a part X to X. The tree T is modified by deleting T;. The
algorithm then recurses on this new T'.
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Recursive Case 3b: The set of sources in 77 U715 are added as a part X in X. The
tree T is modified by deleting the vertices in T} and 75. Add a new sink portal Z
together with a directed edge (Z,v) to T. The algorithm then recurses on this new 7.

3.3 Analysis of the Partition Reduction Algorithm

Our goal is to show that the partition matroid, represented by the partition constructed
from the trees, indeed corresponds to a feasible partition reduction from the gammoid.
The analysis has the following key components.

e Every tree T has a corresponding feasible flow throughout the algorithm.

e Every part X of the partition has size at most 2k — 2 and all sources are in some
part.

e Any collection of sources Y such that |Y N X| <1 for all X € X is in 7 and,
therefore, can each route a unit of flow to the sink in D.

3.3.1 Trees Always have a Feasible Flow

This section’s goal is to show that each tree has a feasible flow as defined in Definition
throughout the execution of the algorithm. Later, we use this property to prove
that our partition indeed represents a partition matroid that corresponds to a feasible
partition reduction in the following section.

We begin by showing various invariants hold for each tree when a feasible flow exists.
In particular, this implies that a branching vertex exists if any of the recursive cases are
executed. Moreover, arriving at Cases (3a) and (3b) ensure the existence of 77 and T5.
All together, this with the fact that each tree has a feasible flow establishes that the
algorithm always has a case to execute if 7 is non-empty. The following observation
shows that a branching vertex exists if neither base case holds.

Observation 3.21

Fiz a tree T € T during the execution of the algorithm and say T supports a feasible
flow as defined in Definition[3.13. If neither of the base cases apply, then T contains
at least two sink portals. Moreover, a branching vertex must exist in T in this case.
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Proof. This observation holds because 1" must contain either more than 2k — 2 source
portals or a source portal along with at least one source. In either case, we require two
sink portals to support the strictly more than k units of flow from these sources and
source portal. A branching vertex must then exist by Observation [3.1 O

Observation 3.22

Fiz a tree T € T during execution of the algorithm and say T supports a feasible
flow as defined in Definition [3.13. Say that T has a branching vertex v with a tree T;
containing exactly one sink Z;. Moreover, say that there is no vertex with out-degree 2
in P(v,2;). It is the case that P(v, %) is a directed path from v to Z;.

Proof. No vertex with out-degree 2 is in P(v, 2;). Thus, P(v, Z;) is either a path from
v to Z; or from Z; to v. Sink portals always have out-degree 0, so the observation
follows. We note that, sink portals have out-degree 0 initially and are never given
outgoing edges by the algorithm. O

The next observation shows that a branching vertex is not a sink portal when Cases
(3a) or (3b) are executed.

Observation 3.23

Fiz a tree T € T during execution of the algorithm and say T supports a feasible flow
as defined in Definition[3.12 Say that T has a branching vertex v and a corresponding
tree T; with exactly one sink. If P(v, Z;) \ {v} does not contain a vertex of out-degree 2
in B, then v is not a sink portal.

Proof. Observation implies that P(v, ;) is a directed path form v to Z;. Sink
portals always have out-degree 0, so the observation follows. We note that, sink portals
have out-degree 0 initially and are never given outgoing edges by the algorithm. O

The previous observations guarantee the algorithm always has a case to execute if a
feasible flow exists in all trees. The next lemma guarantees the existence of a feasible
flow.

Lemma 3.24
Fiz any tree T' during the execution of the algorithm. There must be a feasible flow in
T as described in Definition [3.19

Proof. The statement trivially holds at the beginning of the algorithm. In particular,
each edge of D supports at most k units of flow. Initially, every vertex in each tree T
has out-degree or in-degree 1, ensuring that no vertex supports more than k units of
flow. We remark that during the execution of the algorithm it can happen that there
are vertices with both out- and in-degree more than one in some trees.

We inductively show that it holds after a single iteration. Let T° be the tree at the
beginning of the iteration and 7°¢ the tree at the end. Let f° be the initial flow on T°
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that is feasible and we use this to construct a flow f¢ on T°. We break the proof into
the case that gets executed.

Consider Recursive Case (1a). Let S’ be the set of sources from the tree T; which
have newly created edges into v. There must be at least |S’| units of flow in f? departing
v that (1) do not enter T} and (2) originate from sources in 7} or the source portal
v. This is because T7 has one sink Z; that can support at most k& units of flow. Let
F ={f1, f2...} denote these units of flow from v to sinks. Set f¢ to include all flow
paths in f? except those in F. Note these paths never enter the deleted vertices or
edges. Next observe that the sink Z; is removed and v is no longer a source portal.
Thus, we simply need to find a way to send flow for the sources in S’. These vertices
each route one unit of flow to their new edge directly to v and then choose a unique
flow path in F and add these paths to f¢. Notice that no vertex or edge capacity is
violated by definition of f* and F.

Consider Recursive Cases (1b), (2b) and (2c¢). Again, let S’ be the set of sources
which have newly created edges into v. Let T; be the tree that initially contained the
sources. In this case there must be exactly |S’| units of flow in f® entering v from
vertices in T;. This is because in Case (1b) T; contains one source portal, one sink
portal and there are |S’| sources in T;. In Case (2b), T; contains one sink portal,
|S(y)| = k and there are |S’| other sources in T;. In Case (2¢), T; contains one sink
portal, |S(P(y, Z;) \ {y})| = k and there are |S’| other sources in 7;. Where this flow
goes in f° will exactly correspond to where the flow in f¢ goes for the sources that now
connect to v. That is, f¢ has the same flow on every edge as f° for the edges shared
by T? and T°. Additionally, there is one unit of flow from each of the |.S’| sources on
the new edge that connects to v.

Consider Recursive Case (2a). In this case the vertex y has out-degree two and the
sources S(P(v,y) \ {vUy}) have a new direct edge into v. Notice that any vertex in
S(P(v,y) \ {vUy}) cannot reach Z; (since they can’t route through y to Z;). Thus,
these sources route to a sink through v. In this case, f¢ is the same as f° except these
sources now directly send their flow to v and then follow their remaining path to a
sink as in f°.

Consider Recursive Case (3a). Let T; be the tree with exactly k sources. There is
one sink portal in 7. No flow in f? can enter T} via v. This is because then v has an
outgoing edge in T to a vertex in 7; by Observation Then all k sources in T; and
at least one unit of flow from v must route to Z;, contradicting that Z; receives at most
k units of flow in f°. Set f¢ to be the same as f° for all shared edges between T° and
T, except remove any flow sent through v from sources in Tj in f°.

Consider Recursive Case (3b). We know v is not a sink portal by Observation
Therefore, T7 and T5 exist, each with a unique sink portal. At most k£ units of flow
in f* can route through v by definition of f°. The flow f¢ is set to the same as f” on
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the shared edges between T® and T°. Further, the flow from v to sinks 3, and 2, in
f% now go directly to the new sink added that is adjacent to v in 7¢. This sink must
receive at most k£ units of flow. O

3.3.2 Bounding the Size of the Parts in the Partition

This section shows that every source is in some part X in & and that every X € X has
size at most 2k — 2. Thus, we have a valid partition with each part having the desired
size.

Lemma 3.25
It is the case that | X| < 2k — 2 for all X € X. Moreover, every source in S is in some
set in X.

Proof. It is easy to see that every source in S is in some set in X'. This is because
sources are always contained in some tree of 7 until they are added to a set placed in
X and the algorithm stops once there is no tree in 7.

Now we show how to bound the size of sets in X'. Cases (1a) and (1b) do not add a
set to X. Cases (2b), (2c) and (3a) add a set to X of size k by definition. Case (2a)
adds a set of size 2k — 2.

Case (3b) is more interesting. Consider the execution of this case on a tree T with
branching vertex v. Let Z; and Z3 be the corresponding sinks. We know v is not a sink
portal by Observation and therefore 17 and T, both exist. By Observation [3.22
the paths from v to Z; and Z are directed paths from v to Z; and from v to Z». Hence,
neither 77 nor T, contains more than k sources. Since case (3a) does not hold, 77 and
T5 has strictly less than k£ sources. Thus, there are at most 2k — 2 sources in the set
added to X. O

3.3.3 Routing Sources within a Tree

In this section, we show that the algorithm is indeed a partition reduction from a
k-colorable gammoid to a (2k — 2)-colorable partition matroid. That is, we show that
every set Y, that is independent in the partition matroid represented by X is also
independent in the gammoid. More specifically, for any set Y where |Y N X| <1 for
all X € X it is the case that Y € 7 or, equivalently, there is a feasible routing in the
digraph D from the sources in Y. The key to this is Lemma [3.:26] which essentially
states that there exists a feasible routing in each tree 1" € 7.

Lemma 3.26

Let T be an arbitrary tree in T . Let Xp be the parts in X that are also in T. For a set
Y with [YNX| <1 forall X € X, let Yr be the subset of sources in'Y that are also in
T. Then there is a feasible routing R in T from Y7 to a subset of Z.
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Proof. For convenience we consider one fixed tree 1" and drop T for the notation. The
proof is by reverse induction on the recursion in our partitioning algorithm. So the
base case of the induction will be the base cases of the partitioning algorithm.

Consider Base Case (A). In this case T does not contain any sources. By Lemma
there exists a feasible flow. Scaling by a factor of % implies that we can route one
unit of flow from every source portal in S to the collection of sink portals, such that
no more than one unit of flow is routed through any edge or vertex. Then there must
also exist an integer flow, which equals a routing in 7.

Consider Base Case (B). In this case X' consists of a single part X and there are no
source portals in T'. Let s be the unique source in X NY. Then s can be routed in T’
as s is routed in the flow f that is guaranteed to exist by Lemma [3.24

For the recursive cases we construct a routing R? for the state T of the tree T' before
the recursive call from the routing R® that inductively exists for the state T after the
recursive calls.

Consider Recursive Case (1a). Let S’ be the collection of sources in Tj. Every source
in S has a directed edge into v in T°. There can be at most one source s’ € S'NY since
by the induction hypothesis R® is a routing and at most one path can pass through
v. If there is no s’ € $'NY then in the routing RP, v is routed along P(v, %) to .
Otherwise let s’ be the unique source in S’ NY. Let H' € H be the tree that contains
s' and let w’ be the unique vertex in H’' N P(v, #1). Then in R’ v follows the path of
s' in R® and s’ is routed through H' to w’ and from w’ along the path P(w’, Z1) to Z.
We have to argue that there exists a directed path from v to Z; and from s’ to z; in T}.
Since v is a source portal it has in-degree 0 and, hence, P(v, 1) does not contain a
vertex with out-degree 2. By Observation P(v, %) is a directed path from v to Z;.
Observation states that there also exists a directed path from s’ to w’. We also
have to argue that no vertex or edge in 7% has more than one path passing through it.
This clearly holds for the edges and vertices shared by T® and T°. Since the paths in
Ty are disjoint, it also holds for the edges and vertices that are in 7% and not in T¢.

Consider Recursive Case (1b). Let S’ be the collection of sources in T;. Every source
in S’ has a directed edge into v in T°. There can be at most one s’ € S’ NY, since at
most one path can pass through v in R¢. If there is no s’ € S’ NY, then in the routing
R? the source portal 5 is routed through P(3, %;) to Z;. Otherwise let s’ be the unique
source in S’ NY. Let H' € H be the tree that contains s’ and let w’ be the unique
vertex in H' N P(v, Z).

If w' € P(3,v) then in R’ s’ is routed through H’ to w’ and from w’ along the path
P(w',v) to v, where it follows the path of s’ in R®. The source portal § is routed
through P(3, %) to %. If w' € P(3, %) then in R® s is routed through H’' to w’ and
from w’ along the path P(w’, Z;) to Z;. The source portal § is routed through P(3,v)
to v, where it follows the path of s’ in R°.
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By Observation [3.20] § is the only vertex with out-degree 2 in 7;. Hence, the path
P(3,v) is a directed path from § to v and the path P(8, 2;) is a directed path from 3§
to Z;. Together with Observation [3.19 which implies that there exists a directed path
from s’ to w’, it follows that the newly created paths above are directed paths from s’
and § to Z. On the edges and vertices in T? that are also in T¢ the routing R’ equals
the routing R® and in both cases, the new paths in T; are disjoint. Hence, R? fulfills
the property that no more than one path passes through every vertex or edge in 7°.

Consider Recursive Case (2a). Let H € H be the tree that contains the selected
source s € X and let w be the unique vertex in H N P(v, %). Then in R, s is routed
through H to w and from w along the path P(w, %) to Z;. Let S’ be the collection of
sources in S(P(v,y) \ {vUy}). Every source in S’ has a directed edge into v in T°.
There can be at most one source s’ € S’ NY since at most one route can pass through
v in R®.

If there is such a source s’ € S'NY, let H' € H be the tree that contains the source
s' and let w’ be the unique vertex in H' N P(y,v). Then in R? s’ is routed through H
to w, from w along P(w,v) to v where it follows the path of s’ in RE.

Consider Recursive Case (2b). Let H € H be the tree that contains the unique source
in s € XNY. Let S’ be the collection of sources in S(P(v, %) \ {y}). Every source
in S’ has a directed edge into v in T°. There can be at most one source s’ € S’ NY
since at most one route can pass through v in R¢. If there is no s’ € $’NY then in
R? s is routed through H to y and from y along the path P(y, Z;) to Z;. Otherwise,
let H' € H be the tree that contains the unique source s’ € S'NY and let w’ be the
unique vertex in H' N P(v, %). If w' € P(y,v) \ {y}, then in R’ s’ is routed through
H' to w', from w’ along P(w',v) to v where it follows the path of s’ in R®. Then s is
again routed through H to y and from y along the path P(y, z;) to Z;.

If w' € P(y, %) \ {y}, then in R’ s is routed through H to y, from y along P(y,v)
to v where it follows the path of s’ in R°. The source s’ is routed through H' to w’
and from w’ along P(w', Z;) to Z;.

Consider Recursive Case (2c). Let H € H be the tree that contains the unique source
in s € XNY and let w be the unique vertex in H N P(y, ;). Let S’ be the collection
of sources in S(P(v,y)). Every source in S’ has a directed edge into v in T°. There
can be at most one source s’ € S’ NY since at most one route can pass through v in
Re. If there is no s’ € S’ NY then in R? s is routed through H to w and from w along
the path P(w, %;) to Z;. Otherwise, let H' € H be the tree that contains the unique
source s’ € '’ NY and let w’ be the unique vertex in H' N P(v,y). Then in R’ s’ is
routed through H' to w’, from w" along P(w’,v) to v where it follows the path of s’ in
R°. s is still routed to Z;.

In the Recursive Cases (2a), (2b) and (2c¢), by Observation y is the only vertex
with out-degree 2 in 7. Hence, the path P(y,v) is a directed path from y to v and the
path P(y, Z;) is a directed path from y to Z;. Together with Observation which

64



3.3 Analysis of the Partition Reduction Algorithm

implies that there exists a directed path from s to w and from s’ to w’, it follows that
the newly created paths above are directed paths leaving at s and s’. In all three cases,
the routing R’ on the edges and vertices in T? that are also in T equals the routing
R¢. In every case, the new paths in 7; are disjoint. Hence in the Recursive Cases (2a),
(2b) and (2c), R fulfills the property that no more than one path passes through every
vertex or edge in T°.

Consider Recursive Case (3a). Let H € H be the tree that contains the selected
source s € X NY and let w be the unique vertex in H N P(v, ;). Then in R? s is
routed through H to w and from w along the path P(w, %;) to ;. By Observation
the path P(v, 2;) is a directed path from v to Z;. Together with Observation
which implies that there exists a directed path from s to w, it follows, that the path
from s to % is a directed path. Since the routing R’ equals the routing of R® on all
edges and vertices shared by T¢ and T and the route from s to Z; only uses edges and
vertices in T}, also R? fulfills the property that no more than one path passes through
every vertex or edge in T°.

Consider Recursive Case (3b). Let H € H be the tree that contains the selected
source s € X NY and let w be the unique vertex in H N P(v, ;). Then in R’ s is
routed through H to w and from w along the path P(w, %) to Z;. Let j € {1,2}\ {¢}.
If there is a source s’ routed to Z in R¢, then in R? the route from s’ to v equals the
route from s’ to v in R®. Instead of going to Z, we continue along the path P(v, £;) to
Zj. By Observation for i € {1,2} the paths P(v, Z;) are directed paths from v to
%;. Together with Observation [3.19] which implies that there exists a directed path
from s to w, it follows that the path from s to Z; and from v to Z; are directed paths.
Since the routing R? equals the routing of R® on all edges and vertices shared by T¢
and T and the paths from s to Z; and from v to Z; are vertex-disjoint and in 77 U T,
also R? fulfills the property that no more than one path passes through every vertex or
edge in T°. O

Lemma 3.27
Let Y C S such that for all X € X it is the case that | X NY| < 1. Then there exists a
feasible routing from Y in the digraph D.

Proof. This follows from Lemma [3.26] and the fact there is a unique highway into
each source portal in each tree and a unique highway leaving each sink portal in every
tree. O

3.3.4 Tightness

For the sake of completeness, we present the example by Bérczi et al. for which
no reduction to a (2k — 3)-colorable partition matroid exists. The layered digraph is
visualized in Figure All edges are directed downwards. The universe S is given
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by k(k — 1) sources that can be partitioned into sets Si, Sa, ..., Sk, each of cardinality
k — 1, such that all sources in S; are connected via an outgoing edge to the vertex v; of
the next layer. The layer v1,..., v is followed by a layer that consists of k — 1 sinks,
connected to the previous layer by a complete bipartite graph.

Consider a minimal partition of S. Clearly, all sources of a set S; have to be
contained in the same part of the partition, since subset of sources in .S; can be routed
simultaneously in the digraph. On the other hand, we can have at most k — 1 parts in
the partition, since there are only k — 1 sinks. Hence, there exist at least two sets S;
and S; that have to be in the same part of a partition. Which implies that | X| > 2k —2
for some X € X. Note that the gammoid of the example is, in fact, also a laminar
matroid.

S1 So Ss3 Sk—1 Sk

z1 292 Zk—1

Fig. 3.5: Digraph representing a k-colorable gammoid that cannot be reduced to a (2k — 3)-
colorable partition matroid .

3.4 Open Problems

In this chapter, we showed that there exists a polynomial-time algorithm to compute a
(1,2)-decomposition of a gammoid. This is also true for other standard combinatorial
matroids such as graphic matroids, paving matroids and laminar matroids. A natural
question to ask is whether representable matroids or matroids in general are (1,2)-
decomposable.

Problem 3.28
Is every matroid M (1,0(1))-decomposable? And if yes, can we compute a (1,0(1))-
decomposition in polynomial-time?

In general, it is not easy to detect if a given partition reduction is feasible. The
challenge is that every set Y in the above description needs to be feasible and there
are exponentially many such sets. Finding a polynomial-time algorithm to check if a
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partition has the property that the partition matroid represented by it corresponds a
feasible partition reduction is an interesting open question.

Problem 3.29

Let M be a k-colorable matroid M and let X be a partition of S, where the maximum
size of any part is ck. Is there a polynomial-time algorithm to check if a given partition
is a feasible (1, ¢)-decomposition of the k-colorable matroid M?
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Chapter 4
Laminar Generalized Min Sum Set Cover

The GENERALIZED MIN SUM SET COVER PROBLEM (GMSsC) was introduced as a
theoretical framework for re-ranking search results in a web search and is defined as
follows. We are given a hypergraph and covering constraints (e) for every edge e in
the hypergraph. For a linear ordering of the hypergraph vertices, we define the cover
time of an edge to be the smallest ¢ such that the first ¢ vertices in the linear ordering
contain at least x(e)-many vertices of the edge e. The task is to find a linear ordering
that minimizes the sum of edge cover times.

We study GMsSsC on laminar and cross-free hypergraphs. For laminar GMSsC with
arbitrary covering constraints, we give a polynomial-time 2-approximation algorithm.
For special choices of covering constraints, we provide exact polynomial-time algorithms.

This is joint work with Felix Happach. Parts of this chapter correspond to or are

identical to .

The chapter is structured as follows. We start by introducing the Generalized
Min Sum Set Cover problem and explaining its application to re-ranking search results
in a web search. In Section we summarize previous work on GMSSC and related
problems, such as Min Sum Vertex Cover, Min Latency Set Cover, and related single
machine scheduling problems. An overview of our results is given in Section

Section [4.2] is dedicated to the connection of GMSSC to the Ratio problem. We show
that the Ratio problem remains NP-complete, even when restricted to a particular
choice of weights and processing times. In Section [4.3] we study Min Sum Set Cover on
laminar and cross-free families and provide polynomial-time algorithms for both cases.
This is followed by a 2-approximation for laminar GMssc. Finally, we present another
special case of laminar GMssc, which can be solved in polynomial-time.
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4.1 Introduction

Azar et al. [§] introduced the GENERALIZED MIN SUM SET COVER PROBLEM (GMSSC),
which is defined in the following way. We are given a hypergraph ‘H = (V, E) on n
vertices and covering constraints x(e) € {1,...,|e|} for all e € E. For a linear
ordering 7 : V' — [n] we define the cover time of an edge with respect to x(e) as

me(e) == min{k € [n] : {7 (1), 771 (2),...,7 1 (k)} Ne| = k(e)}. (4.1)

The task is to find a linear ordering 7 that minimizes ) ..y 7. (e). GMSSC generalizes
several well-studied optimization problems. The special case of GMSSC with unit
covering constraints coincides with the Min Sum Set Cover problem (Mssc). If all
covering constraints equal the cardinality of the edge, we obtain the Minimum Latency
Set Cover problem (MLSC). See Section for more details on these two problems.
We start by giving an example of an instance of GMSSC.

Example 4.1
We are given a hypergraph H = (V, E) with vertex set V' = {v1,...,v10} and edge set
E ={ej,...,e5}. The covering constraints of the edges are given by k(e1) =1, k(e2) =

3,k(e3) = 2,k(es) = 3, and k(e5) = 1. The instance is displayed in Figure [4.1]

Consider a linear ordering = with 7(vg) = 1, m(v1) = 2, w(v7) = 3, w(vs) = 4,
m(vg) = 5, m(v2) = 6 and 7w(v3) = 7. Now, the cover time of edge es is given by
mr(es) = 1, since e; has covering constraint k(e5) = 1 and vy € e5 with m(vg) = 1.
Similarly, we obtain the following cover times for the other edges

k(e1) = 2,k(e2) = 7,k(e3) =5, k(eq) = 4,k(e5) = 1.

Overall, we obtain an objective value of Y . m.(e) = 19.

Fig. 4.1: Example of an instance of GMSSC given by a hypergraph H = (V, E) with vertex
set V.={v1,...,v10} and edge set E = {ej,...,e5}. The cover times are given by
k(e1) = 1,k(e2) = 3, k(e3) = 2,k(eq) = 3, and k(es) = 1.
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GMSSC provides a theoretical framework for re-ranking search results in web searches.
Search engines like Google, Yahoo! Search, Bing, and Ecosia display their search results
for a specific keyword in an ordered list. Their aim is to meet the needs of their users
by displaying the most relevant search results first in the ranking. Since relevance is
individually characterized, different users might not necessarily be interested in the
same subset of search results. Instead, we can define user types, where all users of
the same type are interested in the same subset of search results. In addition, one
may distinguish between navigational and informational searches. In a navigational
search, a user is just interested in one of the relevant search results, whereas in an
informational search, a user is interested in all of the relevant search results.

This setting is captured by GMSsC in the following way. The vertex set corresponds
to a set of search results. Every hyperedge represents a user type, and a vertex is
contained in a hyperedge, if and only if the user of this type is interested in the
particular search result. The covering constraints represent the number of search
results each user type is interested in. The extreme case, where all covering constraints
equal 1, models a navigational search, whereas the other extreme case, where the
covering constraints equal the cardinality of an edge, model an informational search.
An optimal linear ordering corresponds to a ranking of the search results, such that
the average time of finding the desired search results is minimized.

4.1.1 Bipartite Graph Representation of GMSSC

Min Sum Set Cover and Generalized Min Sum Set Cover can be interpreted as special
instances of single machine scheduling with bipartite precedence constraints to minimize
the sum of weighted completion times. In the following, we describe the single machine
setting with bipartite precedence constraints and introduce a bipartite representation
of GMssc and Mssc.

Let J = AU B be a set of jobs, together with processing times p; and weights w; for
all j € J. The precedence relations are given by a bipartite graph G = (AU B, E). By
N(b) :={a € A| (a,b) € E} we denote the set of predecessors of job b € B. In the
classical single machine scheduling problem with bipartite precedence constraints, a
job b in B can only be scheduled after all its predecessors in N (b) have been scheduled.
Note that w.l.0.g. we may assume N (b) # (), since any job b € B without predecessors
can simply be moved to A. We refer to the special case where all jobs a € A have
processing time p, = 1 and all jobs b € B have processing time p, = 0 as 1/0-processing
times. In line with this, 0/1-weights imply that all jobs a € A have weight w, = 0 and
all jobs b € B have weight w, = 1.

In addition to the classical single machine scheduling problem with bipartite prece-
dence constraints, we are given covering constraints x(b) € {1,...,|N(b)|} for all
b € B, that is, b can only be scheduled after x(b) of its predecessors in N(b) have been
scheduled. If we set x(b) = |N(b)| for all b € B, this agrees with the classical single
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machine scheduling problem with bipartite precedence constraints, which is sometimes
also referred to as AND-scheduling.

It is easy to see that GMSSC corresponds to minimizing the sum of weighted com-
pletion times on a single machine with bipartite precedence constraints, 0/1-weights,
1/0-processing times and covering constraints k. Given an instance of GMsscC, that
is, given a hypergraph H = (V| E) and covering constraints k, we introduce for every
vertex v € V a job a, in A with p(a,) = 1 and w(a,) = 0, and for every edge e € F a
job be in B with p(b.) = 0 and w(b.) = 1. There exists a directed edge (ay, be) in the
bipartite precedence graph, whenever v € e, and the covering constraint of a vertex
be € B is simply given by k(e). An example of an instance of GMSSC together with its
bipartite representation is given in Fig.
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Fig. 4.2: Example of an instance of GMSSC given by the hypergraph H = (V, E) on the left,
and its bipartite representation on the right.

At this point, we would briefly like to mention the connection to OR-scheduling. In
the setting of OR-precedence constraints, every job b € B can already be scheduled
after only one of its predecessors in N(b) has been scheduled. In our setting, this
corresponds to the case where x(b) = 1 for all b € B. In particular, MSsSC can be
interpreted as a single machine scheduling problem with bipartite OR-precedence
constraints to minimize the sum of weighted completion times. See e.g. for more
information on OR-scheduling.

The bipartite representation of GMSSC will be useful when explaining the connection
to the Ratio problem in Section

4.1.2 Related Work

Generalized Min Sum Set Cover Problem (GMSSC). Azar et al. [§ introduced
GMsSsc as Multiple Intents Re-ranking problem, using a slightly different, yet equivalent
definition. Instead of a covering constraint x(e), we are given a weight vector, or so-
called profile vector, w(e) := (wi(e),...,wy(e)) for every hyperedge e. The task is
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to find a linear ordering 7 of the search results that minimizes ) cp Z'le:ll wi(e)mi(e),
where 7;(e) is the cover time of edge e with respect to i. Note that covering constraint
k(e) = k corresponds to a profile vector of w(e) = (0,...,0,1,0,...,0) whose k-th
entry is 1 and all other entries are 0. Hence, by introducing w;(e)-many copies of e with
covering constraint x = 7, we can reformulate any instance in terms of the definition
used in this chapter.

Azar et al. presented an O(logr)-approximation algorithm, where r denotes the
maximum size of a hyperedge in H(V, E). Their algorithm is based on a concept
called harmonic interpolation. Bansal et al. later gave an example for which the
approximation ratio of the algorithm of Azar et al. [§] is 2(y/logn). For the special
case where the entries of each weight vector are monotonically non-increasing, Azar
et al. presented a 4-approximation based on techniques by Feige et al. .
Furthermore, they gave a 2-approximation algorithm for the special case where the
entries of each weight vector are non-decreasing.

The first constant-factor approximation algorithm for GMSSC was presented by
Bansal et al. . More specifically, they obtained a randomized 485-approximation
algorithm by adding knapsack-cover inequalities to the standard LP relaxation. They
showed that even though the LP relaxation has exponentially many constraints, a
polynomial-time separation algorithm exists. Using randomized rounding on increasing
intervals, they obtained their final integral solution. Additionally, they proved that
the integrality gap of the standard LP relaxation can get arbitrarily large without the
additional knapsack inequalities. Skutella and Williamson improved the analysis
of Bansal et al. . Using a-points! instead of the randomized rounding in O(logn)
stages as proposed in , Skutella and Williamson obtained an approximation
ratio of 28.

Im et al. studied the preemptive version of GMSsc. In the preemptive version,
vertices can be scheduled fractionally, and an edge e is covered at the first point in
time when the fractions of covered vertices of the edge sum up to at least x(e). They
obtained a 2-approximation for preemptive GMSSC by solving a so-called configuration
LP. Additionally, they showed that any a-approximation for preemptive GMSSC can be
transformed to a solution of GMSSC loosing a factor of 6.2, which immediately implies
a 12.4-approximation for non-preemptive GMSSC. Finally, Im et al. conjectured
that there exists a 4-approximation for non-preemptive GMSSC.

Happach et al. presented a general framework for approximating Min Sum
Ordering problems, including GMSSC. In terms of GMSSC their main result states, that
any a-approximation for the Ratio problem? implies a 4a-approximation for GMSSC.

Recently, Bansal et al. []g[] presented a 4.642-approximation algorithm for GMSssc.
Again, their algorithm is based on solving the standard LP relaxation with additional

'For more information on a-point scheduling, see and references therein.
2See Section for a definition of the Ratio problem.
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knapsack inequalities. The crucial difference is the rounding technique. They used a
linear transformation (referred to as kernel) and a-point rounding. This Kernel a-point
Rounding framework can also be used to obtain an improved approximation ratio for
the Min Sum Vertex Cover problem, as mentioned below.

The special case of GMSSC, so-called All-But-One Min Sum Set Cover, where every
edge has covering constraint x(e) = max{|e| — 1,1} was introduced by Happach and
Schulz [55]. They gave a 4-approximation, which is based on a time-indexed linear
program combined with a-point scheduling.

Min Sum Set Cover (MSSC). Feige et al. introduced the Min Sum Set Cover
problem, which is the special case of GMSSC when k = 1. Feige et al. showed that
a simple Greedy algorithm yields a 4-approximation for Mssc. This result was already
implicitly shown by Bar-Noy et al. , but Feige et al. gave a simpler, histogram-based
proof. Bar-Noy et al. studied the closely related Min Sum Coloring problem, where
the goal is to find a linear ordering of the independent sets of a graph G = (V, E),
or equivalently a coloring ¢ : V' — N that minimizes ), oy ¢(v). MSSC captures the
Min Sum Coloring problem in the following way. For a graph G = (V, E) we obtain a
hypergraph H = (V, E%) by introducing a vertex in Vi for every independent set in
G and for every vertex v in V' we construct an edge e in Fy that contains all vertices
that correspond to independent sets containing v in G.

In the journal version [42], Feige et al. showed that Greedy is indeed best possible
since it is NP-hard to approximate MssSC with a ratio strictly better than 4, even when
restricted to uniform hypergraphs. If an r-uniform hypergraph is in addition d-regular,
Greedy is a T%r—rl—approximation. They also proved that it is NP-hard to approximate
Mssc better than 2 — € on r-uniform, d-regular graphs.

Min Sum Vertex Cover Problem (MSVC). Min Sum Set Cover on graphs (re-
stricted to 2-uniform hypergraphs) is called the Min Sum Vertex Cover problem. The
result by Feige et al. for Mssc on r-uniform, d-regular hypergraphs men-
tioned above immediately implies that Greedy is a %—approximation for Msvc on
d-regular graphs. For graphs with arbitrary degrees, Feige et al. additionally pre-
sented a randomized 2-approximation for Msvc. Barenholz et al. improved this
result slightly by combining the techniques in with an improved rounding scheme.
Using a kernel a-point rounding framework, Bansal et al. []gﬂ recently obtained a

%6 ~ 1.778-approximation algorithm for Min Sum Vertex Cover.

Min Latency Set Cover Problem (MLSC) and related scheduling problems.
The other extreme case of GMSSC, where the covering constraint of every edge e equals
its cardinality, is the so-called Min Latency Set Cover problem. It was introduced by
Hassin and Levin as a framework for the following application. Consider a set
of tools and jobs that require specific subsets of tools to be processed. The company
can install one tool per time unit. Find an ordering of the tools that minimizes the
sum of weighted completion times of the jobs. Hassin and Levin presented an
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e-approximation algorithm that is based on a framework for the Minimum Latency
problem by Archer et al. .

MuLsc is equivalent to single machine scheduling with bipartite precedence constraints,
0/1-weights and 1/0-processing times. Woeginger showed that the latter is as hard
to approximate as 1 | prec | >_j w;C}j, for which several 2-approximation algorithms
exist, e.g. . Bansal and Khot showed that assuming a stronger
variant of the Unique Games Conjecture, this approximation ratio is best possible.

Happach and Schulz studied the problem of scheduling jobs subject to AND/OR-
precedence constraints on a single machine, which is denoted by 1 | ao — prec = AVB |
> w;C;. Here, the set of jobs can be divided into a set A and B. Within the sets, we
are given AND-precedence constraints. That is, every job in A (or B) can only be
scheduled after all of its predecessors in A (or respectively in B) have been scheduled.
Between A and B, we are additionally given OR-precedence constraints that imply
that at least one of the predecessors in A of a job in B has to be scheduled first. They
obtained a 2A-approximation for 1 | ao — prec = AVB | > w;C}, where A denotes the
maximum number of O R-predecessors of a job in B.

4.1.3 Our Results

Happach et al. provided a general framework for approximation algorithms for
GMSsC based on the Ratio problem. We show that the Ratio problem remains NP-
complete, even when restricted to 0/1-weights and 1/0-processing times. In particular,
this result implies that there is no hope to obtain an exact 4-approximation for
GMSsC using their framework, unless P=NP.

The remaining part of the chapter focuses on the Generalized Min Sum Set Cover
problem on laminar and cross-free hypergraphs. We start by showing that the Greedy
algorithm solves weighted MSSC in polynomial-time on laminar hypergraphs and cross-
free hypergraphs. Next, we study weighted, laminar GMSSC with arbitrary covering
constraints. Our main result is that any preemptive solution of weighted, laminar
GMSsC can be transformed into a non-preemptive solution without increasing the
objective value. In combination with the result in , we obtain a 2-approximation
for weighted, laminar GMSSC.

Finally, we consider laminar ALL-BUT-K MSsc, which is GMSSC restriced to covering
constraints of the form x(e) = max{|e| — K, 1} for some K € Ny. We show that laminar
ALL-BUuT-K MSssC can be solved in polynomial-time by transforming it to an instance
of the Minimum Latency problem. An overview of our results is displayed in Table

From an application point of view, our results imply the following. Given a naviga-
tional search, where for any two user types, the set of search results they are interested
in is either a subset of one another or their search interests are disjoint, one may
compute an optimal ordering in polynomial-time.
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Chapter 4 Laminar Generalized Min Sum Set Cover

Table 4.1: Overview of our results on laminar GMSSC and a comparison to existing
results for arbitrary set structures. The approximation ratios in the third
column display the currently best-known approximation ratios for arbitrary
set families. Our results for the corresponding problems on laminar set
families are highlighted in bold.

covering constraints  min} .cp mr(e) general laminar
k=1 MiIN Sum SET COVER 4 41 polynomial
general K GEN. MIN SuM SET COVER  4.642 % 2

rk =max{|N(b)| — K,1} ArL-But-K Mssc polynomial
k =max{|N(b)| — 1,1} ALL-BUT-ONE Mssc polynomial
k= |N(b)]| MiIN LATENCY COVER polynomial

4.2 Connection to the Ratio Problem

Happach et al. introduced a framework for constructing approximation algorithms
for Min Sum Ordering problems, including GMSSc. The framework is based on the
RATIO PROBLEM, which is defined in the following way. Let J = AU B be a set of
jobs with processing times p; and weights w; for all j € J. Additionally, we are given
bipartite precedence constraints and covering constraints x(b) for all b € B. A subset
S C J is an ideal if for all b € SN B at least x(b) of its predecessors are also in S,
that is S N N(b) > k(b). For an ideal S we define

_ w(S) . Zjes Wy
p(S) Zjespj '

A set S is called p-maximizing ideal, if S is an ideal with maximum ratio p(S), among
all other ideals, that is, p(S) = maxjgea 57 p(S’). The task is to find a p-maximizing
ideal S C J.

The following proposition connects the Ratio problem to GMmSScC.

Proposition 4.2 (Happach, Hellerstein, and Lidbetter )
Any polynomial-time a-approximation for the Ratio problem implies a polynomial-time
da-approximation for GMSSC.

The algorithm in is based on greedily scheduling p-maximizing sets and works as
follows. Consider an instance of GMSSC, with its bipartite representation as introduced
in Section That is, we are given jobs J = AU B with 0/1-weights and 1/0-
processing times, bipartite precedence constraints and covering constraints (b) for
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all b € B. Use the given a-approximation for the Ratio problem to compute an
a-approximate p-maximizing set S, that is a subset S C J with p(S) > Lp(S*), where
S* denotes a p-maximizing ideal. Remove S from the instance, schedule the jobs in
S at the end of the current schedule in any feasible order and recurse. Consider the
ordering of the jobs in A in the final schedule to obtain the final linear ordering 7 for
the instance of GMSSC.

In particular, Proposition [{.2]states that the existence of a polynomial-time algorithm
for the Ratio problem would imply a 4-approximation for GMSsc. Unfortunately, there
is no hope for a polynomial-time algorithm for the Ratio problem with 0/1-weights
and 1/0-processing times, unless P=NP, as the following theorem shows.

A simple observation that we use is the subsequent one. Let a, b, c,d € N, then

a ¢ a a+c c
b < d — - <

ate_ ¢ 1.2
b “brd d (4.2)

The Densest k-Subgraph problem is defined as follows. Given a graph G = (V| E) on
n vertices and a constant k < n, find the densest subgraph of G on k vertices, that
is a subgraph on k vertices with the largest numbers of edges. Note that the densest
k-subgraph problem is N P-hard, since it generalizes the well-know Maximum Clique
problem.

Theorem 4.3
The Ratio problem is NP-hard, even when restricted to 0/1-weights, 1/0-processing
times and two different values of k.

Proof. We prove NP-hardness by a reduction from the Densest k-Subgraph problem.
Let G = (V, E) be a graph on n vertices and let k& < n be integer. We obtain an
instance of the Ratio problem in the following way. For every vertex v € V we define
a job a, € A, and for every edge e € E we define a job b, in Bg. Let D be a set
of dummy vertices of cardinality [ > |E|k and let B := By U D. The set of edges is
defined as {(ay, be) | v is incident to e in G} U{(ay,d) | a, € A and d € D}. The cover
constraints are k(b.) = 2 for all b, € Bg and k(d) = k for all d € D. See Figure |4.3| for
a visualization of the constructed instance of the Ratio problem.

We need to show that a p-maximizing ideal in the constructed instance corresponds
to a densest k-subgraph in G and vice versa. Let S be a p-maximizing ideal in the
constructed instance. Denote by S(A) := AN S the jobs in A that are contained in the
ideal. We begin by showing that S contains exactly k vertices in A, i.e. |S(A)| = k.
Since any p-maximizing ideal containing D has a ratio of at least

Dl _ L _ |El-k

o= > = =B = (Bl
which is strictly larger than the ratio of any ideal not containing D, it follows that
D C S and, hence, |S(A)| > k.
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Chapter 4 Laminar Generalized Min Sum Set Cover

Fig. 4.3: Reduction from an instance of the densest k-subgraph problem to an instance of the
Ratio problem.

Now, assume that |S(A)] = k¥ > k. Denote the subset of vertices in G whose
corresponding jobs are in S(A) by Vg, that is, Vg := {v € V | a, € S(A)}, and let
Ggs = G[Vg|. Let ay € S(A) be the job with the smallest number of successors in B,
or equivalently let x € Vg be a vertex of minimum degree in Gg. Denote by S~ the
ideal after removing a, and all successors of a, in Bg. Then,

|E| - k + [{be|le = wv with ay,a, € S(A)}|  |E|-k+|E[Gs]]|

p(S) < o 7
_ B[k + |E[Gs-]| + deg(x)
-1 +1

where the last inequality follows with (4.2)), since

E| - k+|E[Gs-]| 5 Yvev deg(v) + 5 Xyevi (a) deg(v)
(k' —1) N (k' —1)
B¢~ 1) dog(a) + 3K ~ 1) deg(e) _ dex()
& —1) 1

The fact that p(S) < p(S™) contradicts the maximality of S. Hence, |S(A)| = k. Since
S is a p-maximizing ideal, it contains the k jobs in A that have the largest number of
successors in B, that is S(A) is chosen such that the set {b.|e = uv with a,,a, € S(A)}
is maximized. This is equivalent to choosing k vertices in GG that maximize the number
of edges induced by them. Hence, the k vertices form a densest k-subgraph in G.
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On the other hand, every densest subgraph on k vertices corresponds to a p-
maximizing ideal in the following way. Simply, let S be the ideal induced by the
k jobs in A that correspond to the k vertices of the densest k-subgraph. Since all
vertices in D have covering constraint k, D is contained in .S, and since the vertices
chosen in A correspond to a densest subgraph, they maximize the number of jobs in
BgnS. O

4.3 Min Sum Covering Problems on Laminar Instances

In this section, we consider min sum covering problems on special structured hyper-
graphs. A first natural restriction would be to consider uniform or regular hypergraphs.
Recall, that a hypergraph is r-uniform if every edge has cardinality r, and d-regular
if every vertex is contained in d edges. Unfortunately, one may not hope for better
approximation algorithms when restricting instances to uniform hypergraphs alone.
Feige et al. showed that it still remains NP-hard to approximate Mssc with a ratio
strictly better than 4 on uniform hypergraphs.

To obtain an improvement, we additionally have to bound the number of edges
a single vertex may be contained in. If we require the r-uniform hypergraph to be
d-regular as well, Feige et al. showed that a simple Greedy algorithm yields a %—
approximation. They also proved that it is indeed NP-hard to approximate MSSC on
uniform, regular hypergraphs with a ratio strictly better than 2.

Motivated by the improvement for uniform, regular hypergraphs we study Mssc and
GMSsC on other classes of hypergraphs. In the following let H = (V, E') be a laminar
hypergraph. That is, the set of edges E forms a laminar family. Recall that a family
is called laminar, if for two edges e1, es € E with e; Ney # () either e; C ey or e3 C ey.
See Figure [4.4] for an example of a laminar hypergraph.

©
%

Fig. 4.4: Example of a laminar hypergraph.
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4.3.1 Laminar Min Sum Set Cover

First, we show that a simple Greedy algorithm returns an optimal solution for weighted,
laminar Mssc in polynomial-time. In the weighted version, every edge e has a positive
weight w(e) and the objective is to minimize the sum of weighted cover times. The
natural Greedy algorithm chooses in every step a vertex that maximizes the weight of
newly covered edges.

Theorem 4.4
The Greedy algorithm returns an optimal solution for weighted, laminar MSsSC.

Proof. Let H = (V, E) be an instance of weighted, laminar Mssc. W.l.o.g., we may
assume that E does not contain any duplicate edges. Otherwise, we could increase the
weight w, € N of an edge e € E correspondingly and remove its copies.

Forv e V,let E, = {e € E|v € e} be the set of edges that contains v, and let
u € V be the vertex that the Greedy algorithm picks first, i.e., w(E,) > w(E,) for all
v € V. Consider an optimal linear ordering 7 : V' — [n], and suppose that u is not the
first vertex, i.e., m(u) > 1. We give a procedure of how to alter the optimal solution
without increasing the objective function value such that u appears first in the linear
ordering. More specifically, we find a vertex v with 7(v) < 7(u) such that switching
v and v in the linear ordering does not increase the objective function. This proves
the claim, as we can iteratively repeat this argument for the other vertices until the
optimal solution coincides with the Greedy solution.

Let Ef = {e € E,|m(e) = m(u)} be the set of edges that are covered by u, and
let E, = E, \ E;} be the set of edges that contain u but were already covered by
previous vertices in 7 (see Figure . If E;, = (), we choose v € V to be the vertex
with m(v) = 1 and swap v and u, that is 7'(u) = 1 and 7’(v) = 7(u). Since E; =0
and w(FE,) > w(E,), we did not increase the objective function.

Fig. 4.5: Example to visualize the definitions of E, E;, and e. Assume that in the optimal
linear ordering 7 the vertices appear in the order v; — v — v — u. Then E; is
given by the green edges, E is given by the blue edges, and the inclusion-minimal
edge e € E, is highlighted in bold.
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Else, since FE is a laminar family and the edges in E;, are covered before time m(u), we
get that f D e for all f € £, and e € E;. In particular, there is an inclusion-minimal
edge € € E;, that was covered by some vertex v € V with 7(v) < w(u), i.e., 7(€) = 7(v).
Observe that v € € C f for all f € E;, implies 7(f) < 7(v) for all f € E; and, further,
E; C E,. That is, all edges that contain v and where already covered by previous
vertices in 7, also contain v. So, v covers the last uncovered edge(s) in E,;, and we can
write B, = E,, UE;}. Note that in contrast to the definition of E;", the set E might
contain sets that are covered before time 7(v). Thus, w(E,) > w(E,) is equivalent to
w(E,; UE}) > w(E, UE}) which implies w(E;") > w(E;}).

Let S:={v € V| 7w(v) < 7(v)) < w(u)} be the set of vertices that appear between
v and v in the linear ordering. We swap v and wu, i.e., we consider the linear ordering
7'V — [n] with ©'(u) = 7(v), 7' (v) = 7(u) and 7'(v") = w(v') for all v/ € V' \ {u,v}.

Compared to 7, the cover times in 7’ of all sets in E; decreases by |S| + 1, sets in
E; are covered at most |S|+ 1 time steps later, and the cover times of all other edges
remain unchanged. The difference in the objective values of 7w and 7’ is

> we (7'(e) = m(e) < (|IS]+ 1) (w(BS) —w(ES)) <0,

ecE

So, swapping u and v in the linear ordering does not increase the objective function, and
u appears earlier in the new linear ordering. We can repeat this procedure iteratively
until 7/(u) = 1. Note that the set of edges E; strictly increases in each iteration. O

MSSC on t-laminar Hypergraphs. We just proved that Greedy solves MSSC in
polynomial-time on laminar hypergraphs. On the other hand, Feige et al. showed
that Greedy approximates MsSscC on general hypergraphs within a ratio of 4. So the
natural question is to ask how well Greedy performs if we allow the edges to overlap
slightly. A nice framework for a generalization of laminar set families, studied for
example in , is given by the following definition.

A set family F on n elements is called t-laminar, if for all sets e, f in F with
leN f| >t either e C f or f C e holds. In other words, we allow sets to overlap in up
to t — 1 elements. A hypergraph H = (V, E) is called t-laminar, if E forms a ¢-laminar
set family. Note that this equals the definition of laminar hypergraphs for ¢ = 1 and for
large enough ¢ (i.e. t > n) we simply obtain general hypergraphs. A natural question to
ask is how Greedy performs on 2-laminar hypergraphs and, more general, on t-laminar
hypergraphs, for increasing t. More specifically, can we show that Greedy performs
strictly better than 4 on t-laminar families for fixed ¢7

Unfortunately, this claim does not hold. An example, initially given by Bar-Noy
et al. and slightly modified by Feige et al. immediately implies that there
is no hope for a better performance of Greedy, not even on 2-laminar families. The
example presented is an instance of MSvC and, hence, all sets are of size 2. So, in
particular, the instance is 2-laminar. Feige et al. used the example to show that
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the analysis of Greedy is tight. In other words, there exists a 2-laminar hypergraph on
which Greedy already performs as badly as on arbitrary set families. For an explicit
description of the instance, see Proposition 8 in .

4.3.2 Min Sum Set Cover on Cross-Free Hypergraphs

Cross-free set families are another generalization of laminar set families. Let E be a set
of hyperedges on the vertex set V. We say that two edges e, f € E overlap if eN f # ()
and neither e C f nor f C e. Two edges e, f cross, if they overlap and eU f # V. A
cross-free family is a set family in which no two edges cross. A hypergraph is called
a cross-free hypergraph if its edge set ' forms a cross-free family. Note that this
generalizes laminar hypergraphs in the following way. A hypergraph is laminar if and
only if F is overlap-free, that is, no two edges in F overlap. In a cross-free hypergraph,
two edges are allowed to overlap if their union equals the ground set V. See Figure [4.6]
for an example of a cross-free family.

®
)

Fig. 4.6: Example of a cross-free hypergraph.

In Theorem [£.4] we showed that the Greedy algorithm is optimal for weighted, laminar
Mssc. This is still the case if the instance is cross-free, as the following lemma states.

Theorem 4.5
The Greedy algorithm returns an optimal solution for weighted, cross-free MSsC.

Before preceding with the proof of Theorem [£.5] we state the following lemma on the
structure of cross-free families.

Lemma 4.6
Let E be a cross-free family over a ground set V.. Then for all v € V, the family
E\{v}:=E\{e€ E:vee} islaminar.

Proof. Assume there exist two edges e, f in E \ {v} that overlap. Since E \ {v} C F

and FE is cross-free, this implies that e U f = V. Hence, v € e or v € f holds, which
contradicts the fact that e and f in E\ {v}. O

82



4.3 Min Sum Covering Problems on Laminar Instances

Proof (Theorem [4.5)). The proof follows a similar framework as the proof of The-
orem 4] and uses the same notation. The main difference is the choice of v. Let
‘H = (V, E) be an instance of weighted, cross-free Mssc without duplicate edges. Again,
let u € V be the vertex picked first by the Greedy algorithm, that is, w(E,) > w(E,)
for all v € V. Let 7w : V — [n] be an optimal ordering, and suppose that m(u) > 1.

If E; =0, we switch u with the vertex that comes first in the optimal ordering.
That is, 7'(u) = 1 and 7’(v) = 7(u), where v is the vertex with 7(v) = 1. Since E,, = ()
and w(F,) > w(FE,), we did not increase the objective function.

Else, we choose v in the following way. Let ¢ := max{7 < w(u) : 7(e) =7 and u € e}
and let v be the vertex with 7(v) = ¢.

If t = 1, then all edges in E,, are covered by v, that is E, C E,. Let Ef := E,\ E, .
Since wu is the vertex picked first by Greedy,

w(By) > w(E,) < wENUE,) > w(EfUE,) < w(E) > wE))

We have to argue that swapping v and u does not increase the objective function.
Let ' : V' — [n] be the linear ordering after swapping v and u, that is 7'(u) = 1,
7'(v) = 7(u) and 7' (v') = w(v') for all v' € V'\ {u,v}. Compared to 7, all edges in E;
are covered 7(u) time steps earlier, edges in E;" are covered at most 7(u) time steps
later, and the cover times of all other edges remain unchanged. The difference in the
objective values of m and 7’ is

> we (7'(e) = w(e) < m(u) (w(ES) —w(B)) <0,

eeE

where the last inequality follows from the fact that w(E}) > w(E}).

For t > 1 the instance at time ¢ and the following steps is laminar, by Lemma
In this case, v is the vertex that covers the inclusion-minimal edge e and the same
argument as in the proof of Theorem applies. O

4.3.3 Laminar Generalized Min Sum Set Cover

In Theorem [4.4] we showed that Greedy is optimal for laminar Mssc. This is not
necessarily the case if we consider general covering constraints, i.e. laminar GMSSC, as
the following example shows.

Example 4.7

Consider the following instance of GMSSC with two disjoint edges e and f. The edge e
contains two vertices, has weight w > 2 and covering constraint x(e) = 2 and the edge
f contains one vertex, has weight 1 and covering constraint x(f) = 1. Note that this is
in particular an instance of Laminar Minimum Latency Set Cover. See Figure [£.7] for a
visualization of the instance.
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An optimal solution picks the two vertices in e first and then the vertex in f, which
leads to an optimal objective value of 2w + 3. The Greedy algorithm on the other hand
chooses the vertex in f first and then the two vertices in e. Hence, the objective value
of the Greedy solution is given by 1 + 3w, which is strictly worse than optimal for

w > 2.
€
Ale) =2 foow()=1
w(e) = w

Fig. 4.7: Instance of laminar GMSSC for which Greedy is not optimal. Edge e has covering
constraint x(e) = 2 and weight w(e) = w, and the edge f has covering constraint
k(f) = 1 and weight w(f) = 1.

A simple way to improve the Greedy algorithm seems to not only consider the edges
covered immediately by the next vertex but to consider all edges that contain the
vertex and are not covered yet. More specifically, let E, be the set of edges that contain
v and are not covered yet. We choose the vertex v to be the vertex that maximizes
> ecE, %w(e) and call this variant the Look-ahead Greedy. The following example
shows that the Look-ahead Greedy is not optimal for laminar GMSSC either.

Example 4.8

The instance is given by a an edge e that consists of a single vertex with weight 2 and
two edges f1 and fy as displayed in Figure Edge f1 has weight 1 and edge fo has
weight 4 and for all three edges the covering constraints are given by their cardinality,
ie. k(f) = |f| for all f € {e, f1, f2}. An optimal solution covers e first, then f; and
finally f2, which yields an optimal objective value of 1-2+2-145-4 = 24. For
the Look-ahead Greedy the vertex in e and the vertex in f; have the same weight,

Fig. 4.8: Instance of GMSSC for which Look-ahead Greedy is not optimal. Edge e has covering
constraint x(e) = 1 and weight w(e) = 2, edge f1 has covering constraint x(f1) =1
and weight w(f;) = 1 and the edge fo has covering constraint «(f) = 4 and weight

w(f1) = 4.
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ie. 2=1+ i - 4. Hence, Look-ahead Greedy might choose to cover f; first, then e
and afterwards the three remaining vertices in fo, which yields an objective value of
1+2-2+5-4=25>24.

In the following, we present a polynomial-time 2-approximation algorithm for
GMSSC on laminar hypergraphs. The algorithm is based on a result by Im et al. .
They gave a 2-approximation for preemptive GMSSC and proved that any preemptive
schedule can be transformed to a non-preemptive schedule, losing a factor of 6.2. We
show that for laminar instances of GMSSC we can transform the preemptive schedule
to a non-preemptive schedule without increasing the objective function. Theorem [4.9]
states the main result of this section.

Theorem 4.9
There is a 2-approximation for weighted, laminar GMSSC.

We already gave a brief summary of the results by Im et al. in Section
At this point, a more detailed discussion of preemptive GMSSC seems crucial for
understanding the remainder of this section. After formally defining preemptive
GMssc and explaining the results in , we state and analyse our algorithm.

Recall the connection of GMSSC to single machine scheduling with bipartite precen-
dence constraints, 0/1-weights and 1/0-processing times as described in Section m
When introducing the preemptive version of GMSSC, this interpretation is particularly
useful. So instead of a linear ordering, we are looking for a schedule that minimizes the
sum of weighted completion times. When thinking about schedules instead of linear
orderings, preemption can be defined in a natural way. In the preemptive version of
GMSsc, vertices may be scheduled fractionally and an edge e is covered at the point in
time when the sum over its fractionally scheduled vertices sums up to k.

We denote the fraction of vertex v € V' that is assigned to time ¢ € [n] by z,: € [0, 1].
Certainly, each vertex needs to be completely assigned, i.e., Y ;' ; xyt =1 forall v e V,
and a total fraction of one is assigned to each point in time, i.e., > oy Ty = 1 for all
t € [n]. The cover time of an edge e € E is then defined as

m(e), = min {t € [n] ’ Z i Tyr > ﬁ(e)}. (4.3)

vee =1

Note that if x,; is binary for all v € V and ¢ € [n], defines a linear ordering, that
is, the definition coincides with the definition of cover times for non-preemptive
GMssc.

Im et al. presented a 2-approximation algorithm for preemptive GMSSC which
is based on a so-called configuration LP. A valid configuration for an edge e, is
an assignment of the vertices contained in e to time slots in [n]. For every edge
and a corresponding configuration, one can define the completion time of e in the
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particular configuration. A feasible solution to the configuration LP is given by a
unique configuration for every edge, such that no more than one vertex is scheduled per
time slot and the configurations agree. Im et al. showed that the configuration LP
is a valid relaxation for preemptive GMSSC and that, even though it has exponentially
many variables, it can be solved in polynomial-time. The solution of the configuration
LP is rounded to a feasible integer schedule using random a-points.

In the following, we describe an algorithm that, given an instance of laminar GMSSC to-
gether with a preemptive schedule, turns it into an non-preemptive schedule without
increasing the objective function.

Algorithm Description

As input, the algorithm to transform a preemptive solution for laminar GMSSC into
a non-preemptive one receives the cover times of the edges in a feasible preemptive
solution. The algorithm works as follows. The edges are processed in an earliest cover
time first manner (ties are broken arbitrarily). That is, in each iteration a vertex of an
uncovered edge with lowest cover time is scheduled.

If the edge e considered in the current iteration contains no uncovered edges in F
that are subsets of e, then the vertex is chosen arbitrarily within e (recall that the
vertices are indistinguishable).

Else, the current edge is updated to an uncovered edge €’ of E with ¢/ C e of lowest
cover time. In this way, the vertex scheduled next is always chosen from the most
urgent subset(s). Finally, after a vertex is scheduled, this vertex is removed from the
instance and the covering requirements are updated accordingly. The cover time of an
edge is the first point in time when its remaining covering requirement is set to zero.

If an edge is covered, it is removed from the instance and its cover time is set to t.
Else, the vertex is removed from the instance and the edge is updated accordingly. The
complete algorithm is summarized in the following (Algorithm .

Note that Algorithm [1] returns a feasible (non-preemptive) solution for GMSSC, since
exactly one vertex is assigned to time ¢ (line [8)) in each iteration of the outer while-loop
and that, technically, one does not need to assign the cover time of an edge in line [T2]
as the cover time is already well-defined by the linear ordering 7 : V' — [n].

Before we show that the cover times of the solution returned by Algorithm [I] satisfy
m(e) < n'(e) for all e € E, we illustrate the procedure in the following example.
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Algorithm 1: An algorithm to transform a feasible preemptive solution of
laminar GMSSC to a feasible non-preemptive solution.

Input: Instance (H = (V, E), k) of laminar GMSSC and a feasible preemptive
solution with cover times 7’ (e)
Output: Feasible non-preemptive solution of (H = (V, E), k) with cover

times 7(e)
1 F+ F,;
2t 1;
3 while t <n do
4 | Choose e € argmin{7'(f) | f € F};
5 while 3 f € F with f Ce do
6 ‘ Set €’ + e and choose e € argmin{n'(f) | f € F and f C €'};
7 end
8 Choose v € f and set m(v) < t;
9 for f e F withv € f do
10 &(f) < w(f) -1
11 if x(f) =0 then
12 ‘ F+ F\{f}and 7(f) « t;
13 else
1 | F e (F\{H U {0k
15 end
16 t+—t+1;
17 end
18 end
19 return m;

Example 4.10

Consider the following instance of laminar GMssc. The hypergraph is defined on the
vertex set V' = {vy,...,vg} and we are given four edges e = {vy,va,v3}, f1 = {v4,v5},
fo = {vs,v7,vs} and f = {vy,v5,v6,v7,v8} with covering constraints x(e) = k(f) =1
and x(f1) = k(f2) = 2. See Figure [4.9| for a visualization of the instance. Additionally,
we are given the cover times 7’ of the edges in a preemptive schedule. Here, 7'(e) = 1,
' (f) =2, #'(f1) =4 and 7'(f2) = 5 as displayed in the figure above.

Algorithm (1| considers the edges in order of increasing cover times 7’/. Hence, it
chooses edge e first and schedules an arbitrary vertex in e. The edge e is now covered
and removed from the list. Next, the algorithm considers the edge f. The edge
f contains two edges fi and fy. Since 7'(f1) < 7'(f2), the algorithm schedules an
arbitrary vertex in fi; next. The edge f is now covered and removed from the list, the
covering constraint of f; is updated. The uncovered edge with the smallest cover time
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¢ f
.ﬂ’(e) m(f) ©(f1)  7(f)
t= 1 2 3 4 5 6 7 8
m(e) 7(f) 7(f1) 7(f2)

Fig. 4.9: Instance of laminar GMssC. The covering constraints are given by x(e) = x(f) =1
and k(f1) = x(f2) = 2. A feasible preemptive schedule with cover times 7’ and
the corresponding non-preemptive schedule with cover times 7, as constructed by
Algorithm are displayed at the bottom.

7/ is now fi. Since fi; does not contain any other edges, the remaining vertex in f is
scheduled next. The edge fi is now covered and removed from the list. Finally, the
algorithm chooses twice a vertex in fy to cover the remaining edge fs. For the sake of
completeness, one may schedule the remaining vertices in an arbitrary order at the end
of the current schedule.

As visualized in the figure above, the completion times of the edges e, f and fo
remained the same and the completion time of f; decreased. That is, we constructed a
non-preemptive schedule with smaller objective value.

Algorithm Analysis

Instead of breaking ties in lines [4] and [6] arbitrarily, we now assume that Algorithm
processes an edge e completely in the following iterations of the outer while-loop before
it continues with an edge disjoint from e. For convenience, we refrain from making this
explicit in the algorithm.

Theorem 4.11

Given a feasible preemptive solution for laminar Generalized Min Sum Set Cover with
cover times 7, : E — [n], Algom'thm returns a feasible non-preemptive solution with
cover times () < ml.(e) for alle € E.

Before proving Theorem [£.11] we introduce the necessary notation. A vertex v is called
free in a hyperedge e if v € e and v is not contained in any other edge f € E with
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f Ce Anedge f € E with f C e is called maximal in e w.r.t. E if there is no
f' € Ewith f C f' Ce.

Proof. Without loss of generality, we assume that an edge e € E with |e| > k(e)
contains no free vertices, since no reasonable solution for laminar GMSSC chooses a
free vertex in e if there is still a vertex in some subset of e available.

Let e € E be the edge chosen by Algorithm (1] after the last iteration of the inner
while-loop at time ¢ € [n]. We consider the instance reduced to the edges disjoint from e
that are covered by time 7’(e) in the preemptive solution. Let E, == {f € E | 7'(f) <
m'(e), f Ne =0} be those edges. Further, let D, C E_ be the set of inclusion-maximal
edges in E_ that contain free vertices. Note that £, and D, are laminar and that the
edges in D, are disjoint by construction (see Figure .

Fig. 4.10: Example to visualize the definition D, and E;. Inclusion-maximal edges are
highlighted in blue.

We claim that for every f € E_, there is an edge f’ € D, such that f C f’. Assume
there exists an edge f € E_, such that there is no edge f' € D, with f C f’. If there
exists a set f/ € D, such that f D f’, then f does not contain any free vertices by
definition of D.. Hence, e decomposes into edges that are contained in E_ . At least
one of these edges has to be disjoint from all sets in D, otherwise f C f’. Let f e EZ
with f C f be an inclusion-minimal such subset that is disjoint from all sets in D,.
Since f is inclusion-minimal, it contains free vertices. So, it is contained in D., which
is a contradiction.

We can assume that the edges in E_ (and, therefore, also in D) are covered by
Algorithm [1] in previous iterations before time 7w(e). Otherwise, if ties were broken in
favor of e in line 4} we can remove the corresponding edges from E; and D.. So, the
edges in E_ precede e in the non-preemptive solution, i.e., 7(f) < w(e) for all f € E_ .

89



Chapter 4 Laminar Generalized Min Sum Set Cover

For the cover time of e, we obtain

m(e)

k(e)+{ve f|fekE  m(v) <m(e)}
kle)+{ve f|fe€Dem(v)<m(e)}

k(e) + Z K(f). (4.4)

feDe

The first equality is by definition of the cover time and since the edges in E_ are
precisely those edges that are covered before e and are disjoint from e (i.e., any vertex
in such an edge does not contribute to the covering of e). The second equality holds
because every f € E_ is contained in some f’ € D, and D. C E_ . The last inequality
is due to the fact that edges in D, are disjoint and every edge f € E is covered as soon
as k(f) of its vertices have appeared in the linear ordering.

On the other hand, let v,(t) be the fractional amount of vertex v € V that appears

before time ¢ € [n] in the preemptive solution. For the cover time of e in the preemptive
solution, we have

w(e) =Y w(r'(e)) =D w(n'(e)) +D_wu(n'(e))
veV vee véte
> r(e) + > vy('(€))
v:3feE, with vef

=n(e)+ D > w(m(e))

fED. vES

> r(e)+ Y Y w(@'(f))
f€DeveSf

> wle)+ Y w()). (45)

feDe

The first inequality holds, since the first sum in the second row contains fewer
summands than the last sum in the first row and Y, . v»(7’(e)) > k(e) by definition
of the cover time. The equality in the third row is similar to Eq. and the second
inequality follows from v, (t) > 1,(s) for t > s and all v € V. Hence, when comparing
Eq. and Eq. (4.5), we get m(e) = x(e) + X fep, £(f) < 7'(e) for any e € E that is
considered explicitly by Algorithm [I] after line [6]

Finally, let f € E with f C e be an edge that is never chosen explicitly by the
algorithm, but is covered in line [I2] because its covering requirement is set to zero in
the iteration where e € E is considered. Since f has not yet been considered by the
algorithm in lines [4] or [6] it satisfies 7/(f) > n’(e). By construction, 7(f) < m(e). With
Eq. and Eq. (4.5), we get 7/(f) > n’(e) > m(e) > m(f), which yields the claim.O
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Now, we prove that there is a 2-approximation for weighted, laminar GMssc.

Proof (Theorem . First, we use the algorithm of to obtain a 2-approximate
solution for preemptive laminar GMssC. Note that the algorithm in [61] also works
for the weighted variant. Then, we apply Algorithm [I] to transform the preemptive
solution into a non-preemptive one. By Theorem the objective value of the
solution returned by Algorithm [I]is

Z w(e)m(e) < Z w(e)w (e).

eclE eeFR

Since preemptive GMSSC is a relaxation of GMSsSC and the algorithm of is 2-

approximate, we have
Z w(e)r’(e) <2 Z w(e)m*(e),
eckE ecE

where 7*(e) are the cover times of an optimum solution for the instance of laminar
Gwmssc. 0

4.3.4 Laminar All-But-KX Min Sum Set Cover

In the following, we provide another special case of laminar GMSSC that can be solved
in polynomial-time. In Theorem [£.4] we proved that laminar GMSSC can be solved
in polynomial-time for unit covering constraints. This is also the case for the more
general covering constraints of the form k(e) = max{1,|e|] — K} for all ¢ € F and
some K € Ny. We refer to GMSSC with this particular choice of covering constraints
as the LAMINAR ALL-BUuT-K MIN SuM SET COVER PROBLEM. Our main result is
a polynomial-time algorithm for laminar ALL-BuT-K Mssc. We actually consider
the more general weighted, laminar ALL-BUT-K Mssc, where every edge e € E is
associated with a positive weight w, € N and the objective is to minimize the sum of
weighted cover times.

Theorem 4.12
Weighted, laminar ALL-BUT-K MSSC can be solved in polynomial-time.

The high-level idea of the polynomial-time algorithm for laminar ALL-BUT-K Mssc is
the following. First, we construct an equivalent instance of laminar Min Latency Set
Cover (Algorithm , and in a second step we solve this instance to optimality.

To distinguish an instance of ALL-BUT-K MSsSC from its correpsonding MLSC
instance, the edges in the MLSC instance are indicated with an overline, i.e., are
denoted by €, f, etc. Similarly, we denote the collection of edges of the MLSC instance
by E.

Before describing the algorithm in more detail, we introduce the following notation.
Observe, that since E is laminar, there is a unique inclusion-minimal superset for every
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veEV.Forec E,let U, :={vee|pfecE withv € fCe} be the vertices in e that
are not contained in any subset f € E of e. The vertices in U, are called free in e. An
edge f € E with f C e is called maximal in e w.r.t. F if there is no f’ € F with
f C f' C e.3 We can partition an edge e € E into a disjoint union

e=U. U U f (4.6)
fEE, fCe
max w.r.t. B

Definition 4.13 (Level of an Edge)
Let E be a laminar family, e € ¥ and U, C e be the free vertices in e. The level of e
is recursively defined as

1. lev(e) =0 if e = U, i.e., there is no f € F with f C e, and

2. lev(e) =1+ max{lev(f)|f € E, f C e maximal in e w.r.t. E}.

Fig. illustrates the definition of free vertices of an edge and the definition of a
level of an edge.

Fig. 4.11: Instance of ALL-BUT-K Mssc. The free vertices of edge e are highlighted in gray.
The edges f,e; and e3 are level 0 edges, the level of e5 is 1 and the level of e is 2.
As stated in the edge e can be partitioned into a disjoint union e = U, Uej Ues
of maximal edges in e.

Algorithm Description

The algorithm to transform an instance of ALL-BUT-K MSSC to an equivalent instance
of MLsC works as follows. We iterate over the levels, i.e., we start with the edges in
E of level 0, hence, they do not contain other edges in E. Since the vertices in V are
indistinguishable, it does not matter which x(e) of the |e| vertices cover an edge e € FE
of level 0. We remove |e| — k(e) of the (free) vertices from any edge e at level 0.

3Note that f C e with f € E can be maximal in e w.r.t. E, although e is not contained in E.
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Note that these vertices are not removed from the instance, but are now free in
the unique inclusion-minimal superset of e. The resulting edge, which is a subset
of e, is denoted by €. We continue in the same manner with the edges at levels
1,...,n, i.e., we remove |e| — k(e) of the free vertices and add them to the minimal
superset. If there are not enough free vertices to be removed, we additionally remove
the singleton sets {v} € E with {v} C e of lowest weight from e, and “place” them
into the inclusion-minimal superset of e. Lemma [£.14] states that this can be done in a
feasible way.

Thereby, we successively decrease the size of all edges in E until their cardinalities
coincide with their covering requirements. This procedure might produce duplicate
edges if we create the edge € when dealing with an edge e € E, although the instance on
E already contains an edge f = € from an earlier iteration where f € E was considered.
In this case, the “old edge” f € E is replaced by the “new edge” €, i.e., we update E.
The weight of € is the sum of the weights of f and e. Note that this case only occurs if
e is a superset of f.

Fig. 4.12: Transformation of an instance of ALL-BUT-2 MSSC with unit weights to an instance
of Mwrsc. Consider edges in order of increasing level. Note that since €3 = €z, we
delete both edges from the instance and replace it by an edge €3 of weight 2.
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By updating E in this way, we ensure that f C e is maximal in e w.r.t. E if and only
if the corresponding edge f € E with f C e is maximal in e w.r.t. E. Also, ife = {v} is
a singleton, then v € f C e for all subsets f € E of e € E. See Fig. for an example
of how to transform an instance of ALL-BUT-K MSSsC to an instance of MLSC.

Algorithm 2: An algorithm to transform an instance of laminar ALL-BuT-K
Mssc to an equivalent instance of laminar MLSC.

Input: Instance (H = (V, E), k) of weighted laminar ALL-BuT-K Mssc
Output: Instance (H = (V, E), &) of weighted laminar MLSC

1 B« 0;

2 for/=0,1,...,ndo

3 for e € E with lev(e) = ¢ do

4 U+e\ U f;

JeE
fCe

5 S {m € E’{vi} C e is maximal in e w.r.t. E};
6 g < le] - nle);

7 if |U| > ¢ then

8 ‘ Choose U™ C U of cardinality ¢;

9 else

10 Sort S in non-decreasing order of the weights;
11 Let S~ C S be the first ¢ — |U| vertices of S;
12 U~ «UU{v|{v} eS};

13 end

14 e—e\U™;

15 if 35 € E with f =€ then

16 Weg — wy + We;

17 E— (E\{f}) U{e};

18 else

19 | E <« EU{e} and wg < we;
20 end
21 end
22 end

23 return instance (H = (V, F), %) with requirements & : E — N, &(e) = [e|;

The algorithm is summarized in Algorithm [2} The free vertices and singleton edges
in the current edge e are defined in lines ] and [5] respectively. The if-clause in line [7]
checks whether there are “enough” free vertices to be removed. If not, the algorithm
chooses all free vertices and the singleton edges of lowest weight to be removed in
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line [I2] Finally, the if-clause in line [I5] checks whether an edge is duplicated, and if so,
the “old edge” is replaced by the “new edge” and the weights are updated accordingly.

Algorithm Analysis

Note that Algorithm [2| runs in polynomial-time, since every edge in E is considered
exactly once. The following lemma shows that there are always enough free vertices
and singletons to be removed, and that the output of Algorithm [2]is an instance of
weighted laminar MLSC.

Lemma 4{14

Algorithm |4 works correctly, i.e., for every e € E, we have |e| < |U| + |S| + k(e),
where U and S are the corresponding set of free vertices and the set of singletons in
the iteration of e. Further, E is laminar.

Proof. We first turn to the second part of the statement, and assume, for the moment,
that Algorithm [2| terminates correctly. For £ € {0,1,...,n}, let E, be the current
collection of subsets at the end of the for-loop for ¢. Clearly, Ej is laminar, since it
comprises of disjoint edges. Now, assume that E,_; is laminar for some ¢ € [n]. In the
next iteration of the outer for-loop, the set € is derived from e € E with lev(e) = ¢
by removing free vertices and singletons. Note that @ € E, is a superset of all non-
singleton edges f € E,_; with f Ce, f € E. Also, two disjoint edges e, e’ € E with
lev(e) = lev(e’) = ¢ do not intersect by Definition 4.13] Hence, the resulting edges
e, € E,; do not intersect. So, Ey is laminar by induction, and E = F,, is laminar.

We prove the first part of the statement by induction on the level. If lev(e) = 0 then
e=U,ie., |le| < |U|+ k(e) by non-negativity of x(e). Let £ € [n] and consider an edge
with lev(e) = ¢. By induction hypothesis, all edges f € E with lev(f) < ¢ — 1 were
already processed by the algorithm in previous iterations. Note that |f| = x(f) < |f]
for f € E and its corresponding set f € E. Similar to , we get

e=UU |J f=Uu lJ{tu U I (4.7)

JeE, fce {vies JEE, fce
max w.r.t. E max w.r.t. E
[f1>2
If e contains no maximal subsets w.r.t. E of cardinality > 2, then |e| = |U| + |S| <

|U| 4 |S| + x(e) by non-negativity of k(e). Also, k(e) = 1 implies k(f) =1 forall f Ce
and f € E. In that case, all edges f € E with f C e are singletons. So, assume there
is at least one maximal subset w.r.t. E of cardinality > 2 and k(e) = |e|] — K > 1.

With (4.7]), we obtain
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el =Ul+ISI+ > [fl=Ul+Isl+ > &(f)

feE, fce fEE, fCe
max w.r.t. E max w.r.t. E
|f1>2 [f1>2
=[UI+IS|+ X (fl-K)<|UI+[S|+e| - K (4.8)
feE, fCe
max w.r.t. E/
|f1>2
= |U| +|S| + K(e).
This proves the claim. -

Lemma 4.15

Let T be an instance of weighted laminar ALL-BUT-K Mssc, and let T be the corre-
sponding instance of weighted laminar MLSC that is returned by Algorithm[3. Then
any optimal solution for T is also optimal for T.

Proof. A feasible linear ordering for Z is also feasible for Z. Consider a linear ordering
7V — [n] that is optimal for Z. We show that we can alter = without increasing its
objective value such that it is feasible for Z. So, any optimal solution for Z has lower
total weighted covering cost than m, i.e., it is optimal for Z, which proves the claim.

For e € E, let U, and S, be the free vertices and singletons in the corresponding
iterations of Algorithm [2| respectively. Let S, = {f € E|f C e, k(f) = 1} be the
edges that correspond to the singletons in S, or are contained in such an edge. That is,
8! is the set of “pre-images” of the singletons in S.. Recall that every edge e is covered
as soon as k(e) vertices appeared in the linear ordering. In particular, 7(v) > m(f’) for
all {v} € S, and f' € S! with v € f/. We show by induction on the level that, w.l.o.g.,
the following holds for all e € E:

1. w(f) <m(e) for all f Ce, f e E with s(f) > 1,
2. (v) > m(e) for all v € U, \ €, and

3. if m(u) < 7(e) < m(v) for u,v € e with {u}, {v} € S, then Wy Z Wiy

Observe that 7 is feasible for the MLSC instance Z if it satisfies these three conditions.
The first condition yields that every edge is preceded by its non-singleton subsets.
Conditions [2| and [3] state that an edge is not preceded by the vertices and singletons
that are removed by Algorithm [2] It remains to be shown that we can alter the optimal
solution 7 such that it satisfies and

If lev(e) = 0, then [If and [3| are trivially true. As for [2] suppose there is v € U, \ @
with 7(v) < 7w(e). The set e is covered as soon as k(e) vertices appeared, so there is
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u € € with 7(e) < m(u). Recall that lev(e) = 0 implies that E does not contain any
subsets of e. Hence, u and v are contained in the same edges in E. So, swapping u
and v does not destroy feasibility of the linear ordering nor does the objective value
increase. This establishes the base case. Now, suppose lev(e) > 1, i.e., E contains at
least one subset of e.

1. For k(e) = 1, the statement is trivially true because x(f) =1 holds for all f C e.
So, assume k(e) = |e] — K and suppose that an edge f C e with x(f) = |f] — K
is covered after e, i.e., w(f) > m(e). That is, K vertices of f appear strictly after
time 7(f). Since f is covered as soon as k(f) vertices of f appeared, there is a
vertex in f that appears at time 7(f) > 7(e). Hence, at least K + 1 vertices of e
appear strictly after time m(e). This is a contradiction to the feasibility of the
solution because, then, at most |e| — (K + 1) < k(e) vertices appear before e.

2. Suppose there is a vertex v € U, \ € with 7(v) < 7(e). Similar to the base case,
there is u € € with 7(e) < 7(u). If there is an edge f C e, f € E with v € f, then
v € U, implies that v was also part of the free vertices in the iteration of f, i.e.,
v € Uy \ f. By induction lev(f) < lev(e), we get that m(v) > 7(f). So, v does
not contribute to any subset of e, but only to supersets ¢/ D e with ¢/ € E. But
then u € e C ¢/ implies that we can swap v and u without loosing feasibility or
increasing the objective value (some edges that contain u might be even covered
earlier).

3. Suppose there are u,v € e with {v}, {u} € S. and 7(u) < 7(e) < 7(v) such that
wey < W The edges in S, that contain u or v have a lower level than e.
By induction and [2} all sets in S that contain v or u are covered at time 7 (v)
or m(u), respectively. Also, since {v},{u} € S, are maximal in e w.r.t. E, the
corresponding edges f,, fu € E with f, = m and f, = m are maximal in e
w.r.t. E. Hence, there is no f' Ce, f' € E with f, C f' Ceor f, C f' Ce.
That is, v and u do not contribute to any subset of e other than the subsets
of f, and f,, respectively. Similar to [2| if we swap v and u (together with the
corresponding edges in S.), we do not loose feasibility and obtain solution of
better objective value, since wey < Wy This contradicts to the optimality of 7.

Thus, we can, w.l.o.g., assume that the optimal solution 7 : V' — [n] satisfies and
That is, 7 is feasible for the MLSC instance Z. Hence, any optimal solution for Z is
also optimal for the initial instance Z of ALL-BUT-K Mssc. O

Lemma [£.14] shows that the instance returned by Algorithm [2is indeed an instance
of laminar MLsSC, and Lemma states that solving this instance is equivalent to
solving the initial instance of laminar ALL-BUT-K Mssc. We are now in the position
to prove that weighted, laminar ALL-BUT-K MsSC can be solved in polynomial-time.
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Proof (Theorem . Consider an instance 7 of weighted laminar ALL-BuT-K
Mssc. First, we apply Algorithm [2|to obtain the corresponding instance Z of weighted
laminar MLSC. By Lemma any optimal solution for Z is also optimal for Z. Tt
remains to be shown that we can solve weighted laminar MLSC in polynomial-time.
Let Z = (H = (V, E),R) be an instance of weighted laminar MrLsc. We construct an
equivalent AND-scheduling instance by using the in-forest representation of Z. That
is, we introduce a job j, for every vertex v € V and a job jz for every edge € € E.
The processing times and weights of the jobs are p;, =1, w;, =0 for all v € V and
pj. = 0, wj. = we for all € € E. The precedence constraints are given by the graph
Gpree = (J, A), where J = {j, |v € V}U{jz|€ € E}. The jobs {j, |v € V} do not have
any predecessors, and, for € € E, the predecessors of jz are the jobs corresponding to the
maximal subsets and the free vertices in . That is, we introduce an edge ( 7 je) e A

for all g, f € E such that f C € is maximal in € w.r.t. E and an edge (jo, jz) € A for
every € € F and free vertex v € Us. Clearly, there is a one-to-one correspondence
between a linear ordering of the vertices in V' and a feasible single-machine schedule
of the jobs in {j, |v € V'}. Also, finding a linear ordering that minimizes the sum of
weighted cover times is equivalent to finding a schedule that minimizes the sum of
weighted completion times.

Since F is laminar, every edge in E is maximal in at most one edge and every vertex
is free in at most one edge. So, every job of the scheduling instance described above
has at most one successor, i.e., the constructed precedence graph Gprec = (J, /T) is an
in-forest. Hence, we can solve weighted laminar MLSC by solving the corresponding
scheduling problem 1 |prec| > w;C; with a an in-forest precedence graph, which can
be done in polynomial time [59]. O

4.4 Open Problems

In this section, we studied the generalized Min Sum Set Cover problem on laminar
families. For special choices of covering constraints such as Mssc, ALL-BuT-K Mssc,
and MLSC we provided polynomial-time algorithms for laminar instances. All of these
algorithms rely heavily on the specific choice of covering constraints. For arbitrary
covering constraints, the complexity remains open.

Problem 4.16
Is there a polynomial-time algorithm for laminar GMSSc?

Now consider GMSSC on general hypergraphs. Im et al. showed that any solution
to preemptive GMSSC can be converted to a solution of GMSScC, loosing a factor of
at most 6.2. For laminar instances, we showed that one can convert any preemptive
schedule to a non-preemptive schedule without increasing the cover times. For general
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hypergraphs, Bansal et al. ﬂgﬂ gave an example, which shows that the gap between the
preemptive and non-preemptive schedule is at least 4.

Problem 4.17
Is there a polynomial-time algorithm that converts any preemptive schedule to a
non-preemptive schedule for GMSSC, loosing a factor of at most 47

Recently, Bansal et al. [IEI] improved the best-known approximation ratio for GMSSC from
12.4 to 4.642. Still, new methods seem to be necessary to close the gap and obtain a
4-approximation algorithm.

Problem 4.18 ([61])
Is there a 4-approximation algorithm for GMSsSC?
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Chapter 5
Bipartite Flow Scheduling

In this chapter, we consider a special case of the Coflow Scheduling problem. We
are given an m X m switch, consisting of m input and m output ports. A coflow is a
collection of flow demand, so-called tasks, between pairs of in- and output ports. Each
port can send or receive at most one unit of flow in every time step. The completion
time of a coflow is the earliest point in time when all tasks of the coflow have been
completed. The goal is to determine a schedule that minimizes the sum of weighted
completion times over all coflows.

Coflow Scheduling was introduced as a framework for data-parallel computing.
In comparison to fundamental scheduling problems, it incorporates two significant
challenges. First, the grouping constraints, that is, the requirement that each coflow
only completes after all its tasks are completed, and secondly, the conflicts, that is no
pair of tasks with the same input or output port can be scheduled at the same time.
So-called Concurrent Open Shop Scheduling can be interpreted as the special case of
Coflow Scheduling in which we neglect the conflict on the output ports. The scheduling
problem considered in this chapter is the special case of Coflow Scheduling, in which
we relax the grouping constraints. In other words, every coflow consists only of a single
task. We refer to this problem as BIPARTITE FLOW SCHEDULING.

In contrast to Concurrent Open Shop, for which there exists a clear line of research,
Bipartite Flow Scheduling has been studied in the past under various names. In this
chapter, we explain the connection of Bipartite Flow Scheduling to other scheduling
and covering problems. We give an overview of existing results and propose further
research directions.

The chapter is structured as follows. In Section [5.1} we introduce Coflow Schedul-
ing formally and explain its application in the context of parallel computing. An
overview of related work is given in Section The remainder of this chapter
deals with the Bipartite Flow Scheduling problem. We explain the connection of the
problem to Min Sum Edge Coloring, Min Sum (Multi-)Coloring, Min Sum Set Cover,
Data Migration, and Generalized Open Shop and summarize existing hardness results

(Section [5.2.1)) and approximation algorithms (Section [5.2.2)).
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5.1 Introduction

The COFLOW SCHEDULING PROBLEM is defined in the following way. We are given a
switch that consists of m input and m output ports. A coflow j consists of a collection
of tasks and can be described by an integer matrix D; := (dz’o)i’oe[m], where dio
represents the amount of flow that needs to be transferred from input port 7 to output
port o in order to process coflow j. Due to capacity restrictions each input and output
port can only receive or send one unit of flow at a time. In particular, this implies
that we schedule a matching in every time step (see Section . Consider a set
of coflows J. For every coflow j € J we are given a release time r; and a weight
w;. The completion time C; of a coflow j is defined as the earliest point in time
when all of its tasks have been scheduled. The goal is to minimize the sum of weighted
completion times, i.e. min}_ ¢ ; w;Cj.

Coflow Scheduling was initially introduced in the context of distributed computing.
MapReduce, Spark, and Dyrad are frameworks developed for efficiently processing
large data sets. MapReduce, for example, does so by distributing the data to multiple
systems. The tasks are then processed in parallel, and the final results aggregated
again. Compared to classical network flow problems, we are given a collection of tasks
in this setting, and a coflow completes only after all its tasks have been scheduled.
Coflow Scheduling has also been studied extensively from an application point of view,
and various heuristics are known. However, in this chapter, we exclusively focus on
theoretical results.

The currently best-known approximation algorithms for Coflow Scheduling are a
4-approximation in case all release times are zero and a 5-approximation for the case of
arbitrary release times . Up until now, it is unclear whether Coflow Scheduling can
be approximated within a factor strictly smaller than 4. The best known lower bound
is 2 — € [91]. Hence, we are particularly interested in the existence of a 2-approximation
algorithm for Coflow Scheduling. To get closer to answering this question, a deep
understanding of the special cases of Coflow Scheduling may be essential.

Coflow Scheduling combines two challenges, namely the grouping constraints and the
conflicts. Concurrent Open Shop can be seen as the special case of Coflow Scheduling
that incorporates the grouping constraints but neglects conflicts. For more information
on the Concurrent Open Shop problem, see Section Whereas the Concurrent
Open Shop problem has received a lot of attention and ideas have been used to generate
approximation algorithms for Coflow Scheduling, the other special case, the so-called
Bipartite Flow Scheduling Problem, has only received little attention in the context of
Coflow Scheduling.

In this chapter, we focus on the Bipartite Flow Scheduling problem, which is the
special case of Coflow Scheduling that still incorporates the conflicts but neglects the
grouping constraints. In particular, this is the special case of Coflow Scheduling, where
every coflow consists of a single edge or equivalently, the corresponding matrix D
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contains precisely one non-zero entry. A detailed definition of the problem is given in
Section [5.2] Bipartite Flow Scheduling is closely related to Min Sum Edge Coloring,
Min Sum (Multi-)Coloring, Min Sum Set Cover, and Generalized Open Shop Scheduling.
We explain their connection and summarize existing approximation algorithms and
hardness results for Bipartite Flow Scheduling.

5.1.1 Bipartite Graph Representation of Coflow Scheduling

Besides the matrix representation, given above, it is often convenient to represent
a coflow by a bipartite graph. Let j be a coflow defined by the integer matrix
Di .= (dio)i,oe[m]. The corresponding bipartite graph is given by G; = (1 U O, E;),
where I and O represent the set of m input and output ports, respectively. The set
of edges is defined as E; = {e] , = (i,0) | d] , > 0} with weights w(e! ) :=d/ . That
is, there exists an edge from inf)ut port 4 t070utput port o of weight dw in the graph
G}, whenever coflow j requires d; , units of flow to be transferred from i to o. The
following example illustrates the Coflow Scheduling problem and visualizes both, the
matrix and the bipartite graph representation of a coflow.

Example 5.1
We are given the following instance of Coflow Scheduling on three input and three
output ports, displayed in Figure The set of coflows is given by J = {j1, jo, j3}

9 0 o« 2 o
Djl = 0 1 w(jl) =10 ° 1 °
0 1
° 1 °
1
O pd
D]z = w(]?) =9
0 1
——o
00 1 o °
Dj3 = 0 2 0 w(jg) =1
0 0 O

Fig. 5.1: Example of three coflows in matrix and bipartite graph representation.
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with corresponding weights w(j1) = 10, w(j2) = 5 and w(j3) = 1. All release times are
equal to zero. A feasible schedule is given in Figure [5.2] Note that the yellow edges
correspond to coflow ji, the green edges to coflow jo, and the blue edges to coflow
j3. Coflow j; completes at time 2, coflow jo completes at time 3, and the last task of
coflow js is scheduled at time 4. Hence, the sum of weighted completion times of the
given schedule is ) w;C; =10-2+5-3+1-4 = 39.

t=1 t=2 t=3 t=4

Fig. 5.2: A feasible schedule of the instance displayed in Figure Yellow edges correspond
to coflow ji, green edges to coflow jo and blue edges to coflow js.

5.1.2 Preemption in the Context of Coflow Scheduling

At this point, it makes sense to briefly discuss the meaning of preemption in the context
of Coflow Scheduling. The (non-preemptive) Coflow Scheduling problem is preemptive
by default since we neither require the different tasks of a coflow nor a task itself
to be scheduled in subsequent times steps (see Figure . We refer to this type of
preemption as integer preemption. Whenever we use the term preemptive Coflow
Scheduling, we refer to non-integer preemption. That is, in the preemptive Coflow
Scheduling problem, we do not necessarily schedule a matching in every time step.
Instead, we are also allowed to schedule fractional matchings.

5.1.3 Coflow Scheduling to Minimize Makespan

Scheduling Coflows with the objective of minimizing the makespan Chax can be solved
in polynomial time. One way to observe this is the following. Given a set of coflows J,
consider their bipartite graph representation and let G := ;¢ ; G; be the cumulative
multigraph that contains an edge for every task of a coflow in J. Let A be the
maximum weighted degree of the graph G ;. Clearly, we need at least A time steps to
schedule all coflows, so Cpax > A. Qiu et al. showed that there always exists a
so-called Birkhoff-von Neumann Decomposition of G ; into A matchings. The main
idea is to replace every edge (i,0) of a coflow j by dg’ , copies, add dummy edges to
Gy until all edges have degree A and decompose the resulting graph into A maximum
matchings. See Figure for an example. Hence, there always exists a schedule with
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Chax = A. Moreover, a Birkhoff-von Neumann Decomposition can be computed in
polynomial-time.

—o » « e
' XK
—— " “_ o
’
’
°

~ 7 ~ ’
NA JA
ls \ 7’ AN

— o “___~» v °

G t=1 t=2 t=3 t=4

Fig. 5.3: Example of a Birkhoff-von Neumann Decomposition of a graph G. Dummy edges
are displayed as dashed edges.

Another way to observe that Scheduling Coflows to minimize makespan can be
solved in polynomial-time is by reformulating it as Matroid Intersection Cover problem
on two partition matroids. This can be solved in polynomial-time using Edmond’s
Matroid Intersection algorithm since it equals the Matroid Intersection problem
on two partition matroids. See Chapter [3| for more information on Matroid Covering
problems. Throughout this chapter, Coflow Scheduling will always refer to the objective
of minimizing the sum of weighted completion times.

5.1.4 Connection to Concurrent Open Shop

We already mentioned the connection of Coflow Scheduling to Concurrent Open Shop
Scheduling in the introduction. In the following, we introduce the problem formally
and explain its connection to Coflow Scheduling in more detail.

The Concurrent Open Shop Scheduling Problem is defined as follows. Given a set
of m machines and jobs j that consist of tasks, every task can only be executed by a
particular machine, and the processing time of a task that belongs to job j on machine
i is p;j. The completion time of a job is the first point in time when all its tasks are
completed. In contrast to the Open Shop Scheduling problem, different tasks of the
same job can be executed in parallel on different machines . Additionally, every
job has a corresponding weight w;, and the goal is to minimize the sum of weighted
completion times. Following the three-field notation by Graham , the Concurrent
Open Shop Scheduling problem is in the literature often denoted by PD || > w;C}.
Concurrent Open Shop Scheduling has many applications in the context of maintenance
work and manufacturing and was studied extensively in both the theory and application
community. An overview of the theoretical results for Concurrent Open Shop is given
in Section

Concurrent Open Shop relates to Coflow Scheduling in the following way. Concurrent
Open Shop can be seen as the special case of Coflow Scheduling, where the integer
matrices D7 of all coflows j are given by diagonal matrices. In other words, the only
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non-zero entries in D7 are on the diagonal. Figure visualizes why Concurrent Open
Shop can be seen as Coflow Scheduling without conflicts. We only require flow to be
transferred from input port ¢ to output port ¢. In particular, having no conflict between
two tasks at the input port implies that there is also no conflict at the output ports, or
in terms of the Concurrent Open Shop terminology, there is no conflict between two
tasks on different machines.

Wagneur observed that there always exists an optimal permutation schedule
for Concurrent Open Shop, that is, a solution in which jobs are scheduled in the same
order on every machine. This also implies that there is no benefit in preempting jobs
in the Concurrent Open Shop setting. Note that for Coflow Scheduling, we cannot
guarantee the existence of an optimal permutation schedule .

2

2 0 0
Dj== |0 4 0 —i
0 0 1 1

*r—ae

Fig. 5.4: Example of a coflow j to visualize the connection to Concurrent Open Shop. The
matrix representing coflow j is diagonal and, hence, we can interpret j as a job of a
Concurrent Open Shop instance. In the Concurrent Open Shop setting, we are given
three machines and j corresponds to a job consisting of tasks with processing times
p1; = 2,p2; = 4 and p3; = 1 on the respective machines.

5.1.5 Related Work

Coflow Scheduling. Chowdhury and Stoica introduced the Coflow Scheduling
framework as an abstraction for cluster applications. In , Chowdhury et al. presented
a heuristic for Coflow Scheduling and discussed the complexity of the problem. In
addition, they pointed out the connection to Concurrent Open Shop Scheduling. In
contrast to the latter, the existence of an optimal permutation schedule is not necessarily
given for Coflow Scheduling. A simple counterexample was provided in [28]. The
connection to Concurrent Open Shop implies that Coflow Scheduling remains NP-hard
even for zero release times, unit weights, and all d; , € {0,1} [45].

Qiu et al. presented the first constant-factor approximation algorithm for Coflow
Scheduling. It consists of two stages. First, they formulated a time-indexed linear
program with relaxed matching and load constraints. To get a formulation of polynomial-
size, they divided time into geometrically increasing intervals. The obtained interval-
indexed linear program can be solved in polynomial-time by the interior point method.
The completion times of the coflows in the optimal LP solution induce an ordering of the
coflows. This part is mainly based on ideas from Wang and Cheng for Concurrent
Open Shop. In the second stage, the ordering of the coflows is converted into a feasible
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Table 5.1: Overview of approximation guarantees of known algorithms for Coflow
Scheduling with and without release times.

Deterministic Randomized
without with release without with release
release times times release times | times
Qiu et al. % ? || 8+% 9+%
Khuller, Purohit 8 12 3+42
Ahmadi et al. || 4 5
Ghaderi, Shafiee d%h 4 5

schedule. The coflows are grouped based on the ordering. Each group is treated as
a single coflow and then decomposed into matchings using a Birkhoff-von Neumann

Decomposition!. Overall, Qiu et al. obtained a deterministic %—approximation

algorithm and a randomized 8 + %ﬁ-approximation algorithm for the case where all

release times are zero. Their algorithm for arbitrary release times, as stated in the
paper, is flawed and was corrected by Ahmadi et al. to a ?-approximation.

Khuller and Purohit improved the approximation guarantee further by presenting
a 12-approximation for Coflow Scheduling. For the special case where all release times
are equal to zero, they obtained an 8-approximation. Given an instance of Coflow
Scheduling, they solved a corresponding instance of Concurrent Open Shop and used
the LP solution to obtain an ordering of the coflows. Stage two of the algorithm is
equivalent to the grouping algorithm presented by Qiu et al. .

Two algorithms with the currently best-known approximation guarantee of 5 were
presented by Ahmadi et al. [4] and Shafiee and Ghaderi . The algorithm by Ahmadi
et al. [4] is the first purely combinatorial algorithm. In the first stage, an ordering of
the coflows is obtained through a primal-dual algorithm. Simply scheduling coflows
according to the obtained ordering does not necessarily yield a good solution. Instead,
Ahmadi et al. presented an algorithm that greedily moves edges forward, as long
as they do not increase the completion time of previous coflows. For the special case
when all release times are zero, this implies a 4-approximation. Independently, Shafiee

1See Section for more information on Birkhoff-von Neumann Decompositions.
*The originally claimed deterministic % -approximation in was corrected by Ahmadi et al. |4]
to a 73—6—approximation.
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and Ghaderi derived an algorithm with the same approximation guarantee, using
a completely different approach. They solved a linear program in linear ordering
variables to obtain an ordering of the coflows. A simple list scheduling algorithm is
then used to construct a feasible schedule. For zero release times, they also obtain a
4-approximation. Another 4-approximation was presented by Agarwal et al. . It is
based on two stages and works as follows. First, an ordering of the coflows is obtained
through a primal-dual based Greedy algorithm. They showed that for the second
stage, any per-flow rate allocation mechanism that is work-conserving?, preemptive?
and respects the ordering can be used to receive the final schedule with the desired
approximation guarantee.

See Table for an overview on the approximation guarantees of the currently
known algorithms for Coflow Scheduling with and without release times. Note that
besides the line of theoretical research, there is also an immense list of experimental
results and suggested heuristics for Coflow Scheduling.

Concurrent Open Shop. The special case of Coflow Scheduling, where all coflows
are represented by diagonal matrices, is called the Concurrent Open Shop Scheduling
problem. An explicit definition of Concurrent Open Shop and more information on its
connection to Coflow Scheduling is given in Section [5.1.4

The problem was introduced by Ahmadi and Bagchi [3]| and is known to be APX-hard,
even for zero release times, unit weights and processing times p;; € {0,1} . For
Concurrent Open Shop with zero release times there exist multiple 2-approximations
based on LP rounding as well as a combinatorial algorithm . Sachdeva
and Saket showed that it is NP-hard to approximate Concurrent Open Shop
within a factor of (2 — €), which implies tightness of the approximations given above.
Concurrent Open Shop with arbitrary release times can be approximated with a factor
of 3 il A8 [77)-
Min Sum Coloring and Scheduling with Conflicts. The Min Sum Coloring
problem was introduced by Kubicka and Schwenk and is known to be NP-hard
even on bipartite graphs . Several approximation algorithms for different graph
classes are know [63]. Closely related to this chapter are the results for Min Sum
Coloring on line graphs, in particular a 2-approximation by Bar-Noy et al. .

Another closely related problem is given by the Data Migration problem, see e.g. .
Note that even though the setting is similar to Bipartite Flow Scheduling, the objective
is different. Instead of minimizing the sum of weighted completion times of the jobs, the
objective in the Data Migration problem is to minimize the sum of weighted completion
times of the vertices of the graph. Scheduling with a conflict graph has been studied

3Work-conserving implies that for any task (i,0) that is scheduled at time ¢, at least one of the
ports i or o is busy in all previous times steps ¢’ < t.
4Preemption in this context refers to integer preemption.
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mainly with the objective of minimizing the makespan, see e.g. , which is trivial for
Coflow Scheduling (Section [5.1.3)).

5.2 Bipartite Flow Scheduling

In this section, we consider the special case of Coflow Scheduling that still incorporates
conflicts but neglects the grouping constraints. This is the special case, where every
coflow consists of a single edge or, equivalently, for all coflows j, the corresponding
matrix D; contains precisely one non-zero entry.

More specifically, the BIPARTITE FLOW SCHEDULING PROBLEM is defined as follows.
We are given a bipartite multigraph G = (I U O, E) with partitions I and O. Every
edge e in F corresponds to a job j, that is J := F. Additionally, for every job j € J
we are given a processing time p; and a weight w; for every job j. We say that
two jobs j = (i,0), j/ = (¢,0') have a conflict, that is conf(j,j') = 1, if i = ¢ or
o = o'. Otherwise let conf(j,j’) = 0. The total number of conflicts is denoted by
conf(J) = 37, .y conf(j, ). In a feasible schedule, no pair of jobs that has a conflict
is scheduled during the same time interval. Integer preemption is allowed, that is a job
does not have to be scheduled in subsequent time intervals. The completion time C}
of job j is the first point in time, when p; units of the job have been scheduled. The
goal is to minimize the sum of weighted completion times, i.e. 3, ; w;C;.

In some cases, it will be useful to differentiate between conflicts at input ports and
conflicts at output ports. For two jobs j = (i,0) and j' = (i, 0') we define

1 ifo=0

1 ifi=4 .5’
and confp(j, ) == { 0 else.

COHf[(j, ]/) = { 0 else

The total number of conflicts at all input and output ports is denoted by conf;(.J) and
confp(J), respectively. Note that since G is a multigraph, two jobs can have a conflict
at both, the input and the output port side. Hence, conf;(J) + confo(J) > conf(J).

5.2.1 Complexity of Bipartite Flow Scheduling

We consider the simplest class of Bipartite Flow Scheduling instances, that is, instances
with unit weights and unit processing times. Surprisingly, this case is already NP-hard,
which follows directly from a result for Min Sum Edge Coloring by Marx [82].

Connection to Min Sum Edge Coloring

The Min Sum Edge Coloring problem is defined in the following way. Given a graph
G = (V, E), find a proper edge coloring ¢ : £ — N that minimizes )" cx c(e).
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G G

Fig. 5.5: An example to illustrate the connection between Min Sum Edge Coloring and
Bipartite Flow Scheduling with unit weights and unit processing times. An optimal
Min Sum Edge Coloring of G is depicted in the middle. The corresponding optimal
schedule is visualized on the right.

It is easy to see that Bipartite Flow Scheduling with unit weights and unit processing
times is equivalent to Min Sum Edge Coloring on bipartite multigraphs (see Figure
for a visualization).

Proposition 5.2 (Marx [82])
Bipartite Flow Scheduling remains NP-hard, even when restricted to unit weights and
unit processing times.

Marx showed that Min Sum Edge Coloring remains NP-hard on planar bipartite
graphs with maximum degree 3, by a reduction from the Edge Precoloring Extension
problem. The proposition above states the result in terms of Bipartite Flow Scheduling.
Additionally, Marx proved that Min Sum Edge Coloring is APX-hard on bipartite
graphs.

5.2.2 Approximation Algorithms for Bipartite Flow Scheduling

Since the most trivial case of Bipartite Flow Scheduling is already NP-hard, we focus
on approximation algorithms. When considering Bipartite Flow Scheduling with unit
weights and unit processing times, the most natural idea is to schedule a maximal
matching in every time step. In the following, we show that this simple idea yields a
2-approximation.

Lemma 5.3

Scheduling any mazimal matching in every step is a 2-approximation algorithm for
Bipartite Flow Scheduling with unit weights, unit processing times and zero release
times.

Proof. Given an instance of Bipartite Flow Scheduling problem with unit weights,
unit processing times and zero release times, let OPT be the value of an optimum
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solution and denote by ALG the value of a solution obtained by the algorithm that
schedules a maximal matching in every time step. We start by deriving a simple lower
bound on OPT.

Let w.l.o.g. the input side be the one with more conflicts, that is conf;(J) > confo(J).
Consider the following trivial scheduling problem. We are given a single machine for
every input port in I and a partition Ji, Jo, ..., Jy, of the jobs in J such that J; is the
set of jobs incident to input port i. The goal is to minimize } ;c; > ;¢ 5, Cj. Choose
any ordering of the jobs and schedule every set of jobs J; on machine i, respecting the
ordering. The schedule obtained is optimal and let C'j be the completion time of job j
in this schedule. Clearly, an optimal solution to this trivial scheduling problem is a
lower bound on OPT. Hence,

orT>3Y =% (1 + 3 conf,(j,j’)) = conf;(J)+ |J|.  (5.1)

icl jeJ; iel jeJ; i Cu<C;

On the other hand, we can bound any solution obtained by the algorithm in the
following way. Denote by C; the completion time of job j in the algorithm and assume
the jobs are ordered with respect to their completion times. Choosing a maximal
matching in every step implies that the solution has the following property. If a job j
is scheduled at time ¢, in every step ¢’ < t at least one job that is in conflict with j
must have been scheduled. Otherwise we could schedule j earlier which contradicts the
fact that we chose a maximal matching. Hence, we can upper bound the completion
time of job j by >/, conf(j,j") + 1. Overall it holds that,

ALG = ZC’j = Z( Z conf(j,5") + 1) = conf(J) + |J| <2-OPT,
jeJ JET ' Cp<Cy

where the last inequality follows from (|5.1]) and the fact that conf(J) < 2 - conf;(.J).
a

Note that an equivalent result in the context of Min Sum Coloring was already proven
by Bar-Noy et al. .

Connection to Min Sum Coloring

The Min Sum Coloring problem is defined as follows. Given a graph G = (V, E) on n
vertices, find a proper vertex coloring ¢ : V' — N that minimizes }°, oy ¢(v).

Observation 5.4
Bipartite Flow Scheduling with unit weights, unit processing times and zero release
times is a special case of Min Sum Coloring on line graphs of bipartite multigraphs.
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L(G)

Fig. 5.6: An example to illustrate the connection to Min Sum Coloring. The instance of
Bipartite Flow Scheduling is given on the left by G, and its line graph L(G) is
displayed in the middle together with an optimal Min Sum Coloring. Blue corresponds
to color class 1, green to color class 2 and yellow to color class 3. The picture on the
right illustrates the corresponding optimal schedule.

An example of an instance of Bipartite Flow Scheduling together with an optimal
Min Sum Coloring of the line graph and the corresponding schedule is given in Figure
Halldo6rsson et al. showed that for any graph on which the maximum weight
k-colorable subgraph problem can be solved in polynomial-time, there exists a 1.796-
approximation algorithm for weighted Min Sum Coloring. In the maximum weight
k-colorable subgraph problem, we are given a graph G together with vertex weights.
The goal is to find a k-colorable subgraph of maximum total weight. Gandhi et al.
observed that the k-colorable subgraph problem can be solved in polynomial-time on
line graphs of bipartite multigraphs since it equals the weighted b-matching problem on
the original bipartite multigraph. Combined with the result by Halldérsson et al. ,
this observation implies a 1.796-algorithm for the Bipartite Flow Scheduling problem
with non-negative weights and unit processing times.

Proposition 5.5 (Halldérsson et al. [52])
There exists a 1.796-approximation algorithm for Biparite Flow Scheduling with non-
negative weights and unit processing times.

Connection to Min Sum Set Cover

Bipartite Flow Scheduling can also be formulated as Min Sum Set Cover problem?®.
Consider an instance of Bipartite Flow Scheduling given by a bipartite multigraph G,
where the edges correspond to the set of jobs. We construct an instance of MSSC in
the following way. The vertex set of the hypergraph H contains a vertex for every
matching in G, that is, V(H) := {vy | M matching in G}. For every job j we define
an edge ej := {vyr | j = (i,0) € M}, that is, the edge e; contains all vertices that
correspond to matchings containing j. Any linear ordering of the vertices corresponds

5For more information on Min Sum Set Cover and its generalizations, see Chapter
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to a schedule, in which we schedule a matching in every time step. Furthermore, the
cover time of a set corresponds to the completion time of the corresponding job.

Note that the hypergraphs that correspond to instances of Bipartite Flow Scheduling
have a particular structure. If a vertex corresponding to a matching M is contained
in some edge e;, all submatchings, including the edge j, are also contained in e;.
The hypergraphs may neither be regular nor uniform, which is why none of the
inapproximability results in hold for Bipartite Flow Scheduling.

Finally, we would like to mention that the 2-approximation algorithm of Lemma [5.3
can be interpreted in terms of MSSC. Assume that we choose a maximum matching
instead of a maximal matching in every step. In terms of Mssc, this corresponds
to choosing the vertex vys that is contained in a maximum number of edges, or in
other words, choosing the vertex of maximum degree. Hence, the algorithm can also
be interpreted as Greedy algorithm for Mssc and Lemma [5.3| implies that Greedy is
a 2-approximation algorithm for instances of MSSC that arise from Bipartite Flow
Scheduling.

Connection to Data Migration

In the Data Migration problem, we are given a, not necessarily bipartite, transfer
graph G. The vertices model storage devices, and every edge corresponds to a data
transfer between two storage devices. All edges have unit processing time, and we are
given non-negative weights for all vertices of the graph. Each vertex can process only
one data transfer at a time, which implies that we schedule a matching in each time
step. Instead of minimizing the sum of weighted completion time of the edges, we are
interested in minimizing the sum of weighted completion times of the vertices.

Gandhi and Mestre consider the variant of Data Migration, where G is bipartite,
and the objective is to minimize the sum of completion times of the edges. This variant
is precisely Bipartite Flow Scheduling with unit weights and unit processing times.
Before explaining their result, we briefly discuss the limitations of the 2-approximation
given above.

Example 5.6
Consider the following instance of Bipartite Flow Scheduling. Let G = (I U O, E)
with I ={1,2,3,4},0 = {5,6,7,8} and coflows j; = (1,5),j2 = (1,6),j3 = (1,7),j4 =
(2,5),75 = (3,6), j5 = (4, 7). Figure [5.7| visualizes the instance. An optimal schedule is,
for example, given by scheduling coflows j1, j5 and jg during the first time step, coflows
jo and j4 during the second time step and j3 during the third time step (see second
schedule in Figure . Its value is given by 1-3+4+2-24 3 -1 = 10. Note that in this
example, picking any maximal matching that contains a coflow incident to vertex 1 in
the first step, leads to an optimal schedule.

Now consider a solution obtained by the 2-approximation algorithm of Lemma [5.3]
Recall, that the algorithm schedules a maximal matching in every step. Unfortunately, it
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AN RN

Fig. 5.7: An example to illustrate the limitations of the 2-approximation presented above.
The instance is given by the cumulative graph G together with unit weights and unit
processing times. The upper schedule displays a solution of value 12, obtained by
iteratively scheduling maximal matchings. The schedule below is optimal with value
10.

might choose the maximal matching consisting of coflows j4, j5 and jg in step one. Since
all the remaining coflows j1, jo, and j3 are adjacent to vertex 1 and, hence, in conflict,
the algorithm needs at least three more steps to schedule them (see upper schedule in
Figure . This results in a schedule with value 1-3+2-1+3-1+44-1= 12, which
is strictly greater than the optimal value. Note that choosing maximum matchings
instead of maximal matchings in Example [5.6] does not lead to an improved schedule.

One way to improve the performance of the simple algorithm presented in Lemma [5.3
is to guarantee that the degree of all vertices of maximum degree is reduced by one
in every time step. This can be achieved by starting at the back of the schedule and
recursively choosing a matching that covers all vertices of maximum degree in each
time step.

Gandhi and Mestre formalized this idea. A subgraph M of G is a b-matching,
if degy, (v) < bforallv € V(G). A decomposition of G into matchings M;, Ma, ..., Ma
is called strongly minimal if for all b € [A] the b-matching |J%_, M; is maximal with
respect to G. A schedule is called strongly minimal schedule, if the matchings
scheduled in every time step form a strongly minimal decomposition of the instance.

One may obtain a strongly minimal schedule in the following way. We start at the
back of the schedule at time ¢ = A and schedule a matching that covers all vertices of
degree A. The matching is then deleted from the graph and we continue with time
step A — 1, where we schedule a matching that covers all vertices of degree A — 1. We
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continue until all edges have been scheduled.
It was shown in that any strongly minimal schedule is a v/2-approximation for
Bipartite Flow Scheduling with unit weights and unit processing times.

Proposition 5.7 (Gandhi and Mestre [47])
The exists a \/2-approzimation for Bipartite Flow Scheduling with unit weights and
unit processing times.

In the following, we explain the weakness of strongly minimal schedules, propose a
new algorithm for Bipartite Flow Scheduling and give some intuition on its performance.
The matchings scheduled in a strongly minimal schedule might be significantly smaller
than a maximum matching. An example, where this is the case, is given in Figure 5.8
The upper schedule is a strongly minimal schedule and the lower schedule is optimal.
Note that in the first time step, the matching scheduled in the upper schedule is
significantly smaller than the maximum matching scheduled in the optimum solution.
An extension of this example was used in to show that strongly minimal schedules
are at best a 1.375-approximation.

Zaaann

———eeee®

Fig. 5.8: Example in which the matchings of a strongly minimal schedule are significantly
smaller than a maximum matching. The second schedule is optimal.

A first approach to solve this issue is the following algorithm that we refer to as
maxGreedy: Start at time ¢ = 1 and schedule in each time step a maximum matching
that covers all vertices of maximum degree. Delete the matching and recurse.

The algorithm maxGreedy prioritizes maximum degree vertices and ensures that
we schedule a large matching in every time step. To explain how we can improve
maxGreedy further, we consider the example displayed in Figure 5.9 The second
schedule is optimal and consists of maximum matchings M{, M35 and M3 of size
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Fig. 5.9: The instance is given by the graph G. The first schedule corresponds to a schedule
obtained by greedily choosing maximum matchings that reduce the degree of all
maximum degree vertices. The second schedule is optimal.

|M7| = 3, |[M5| = 3 and |M;| = 1. The first schedule corresponds to a solution by
maxGreedy. The displayed maximum matchings Mi, Ms, and M3 are of size My = 3,
Ms = 2 and M3 = 2. In time step t = 1, after covering the vertices of maximum degree,
maxGreedy has the choice between leaving input port 2,3 or 4 uncovered. If input
port 2 remains uncovered, we obtain in the next time step a graph whose maximum
matching is strictly smaller than in the optimum solution. Overall this leads to a
solution whose objective value is strictly larger than the optimal value.

Note that input port 2 is the one with the largest degree among the input ports 2,3
and 4. Even though the algorithm prioritizes covering vertices of maximum degree, it
does not prioritize large degree vertices in general. Before proposing a new algorithm
for Bipartite Flow Scheduling that takes the degrees of all vertices into account, we
share another observation.

Intuitively, instead of requiring the algorithm to prioritize vertices of large degree one
could also require it to keep the set of maximum degree vertices as small as possible.
Consider any algorithm that reduces all vertices of maximum degree in every step.
Observe that the set of maximum degree vertices increases throughout the iterations.
The simple reason is that a vertex of maximum degree remains a vertex of maximum
degree throughout the subsequent time steps. The vertices of maximum degree in
Figure are highlighted in bold. Observe that the optimal solution keeps the set of
maximum degree vertices as small as possible.

We extend the ideas above by proposing a new algorithm for Bipartite Flow Scheduling
with unit weights and unit processing times that solves both of these issues. We
introduce edge weights w(e) := deg(x) + deg(y) — 2 for all e = (x,y) € E and schedule
a maximum weight matching M of maximum cardinality. M is then deleted from
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5.2 Bipartite Flow Scheduling

the graph and the weights are adapted accordingly. The following lemma shows the
existence of such a matching M.

Lemma 5.8

Given a bipartite multigraph G with edge weights w(e) := deg(z) + deg(y) — 2 for all
e = (z,y) € E, let M, be a mazimum weight matching and let M. be a mazimum
cardinality matching in G. There always exists a matching M in G with |M| = |M.|
and w(M) = w(My).

Proof. Consider the set of maximum weight matchings M., and choose M,, € M, to
be a matching with the largest cardinality. Similarly, let M, be the set of matchings
of maximum cardinality and choose M € M, to be a matching with maximal weight.
Suppose that w(M) < w(M,,). Consider the symmetric difference H of M and M,,.
H is a subgraph of G whose vertices have degree at most 2. Hence, H consists of paths
and cycles.

Observe that by definition of M, |M,,| < |M|, since otherwise we would have chosen
M to be M,,. This implies, that H must contain an M,-augmenting path.

Let (vi,v2,vs,...,v,) be the vertex sequence of this path and consider the weight
difference between the edges in M and the edges in M,,. Then,

3

n_
5—1

w(M N C) — w(Mw N C) = w(vgi_l’l}gi) — Z w(’l)gi’l}gi_;_l)

o

i=1 =1
n n_q
2 2
=> (degc(vm—l) — 1+ degg(vai) — 1) -y (dega(wz‘) — 14 degg(vait1) — 1)
=1 =1

= degg(v1) — 1+ degG(Un) —12>0,

where 5§ € N, since n is even. This implies that we can augment M, along the path
without decreasing w(M,,), which contradicts the choice of M. O

We conjecture that greedily scheduling maximum matchings of maximum weight
yields at least a v/2-approximation.

So far, we only considered Bipartite Flow Scheduling with unit processing times. In
the following, we consider integer processing times.

Connection to Min Sum Multicoloring

Min Sum Multicoloring is the extension of Min Sum Coloring in which every vertex
requires a coloring with multiple colors. More specifically, let G = (V, E') be a graph
together with positive integers k(v) for all v € V. Let ¢pax(v) be the maximum color
assigned to a vertex v, then the goal is to minimize the sum of maximum colors, that is
min Y, ¢y Cmax(v). This setting is sometimes also referred to as preemptive Min Sum
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Multicoloring (pSMC). In the non-preemptive version of the problem, the set of colors
assigned to a vertex additionally has to be contiguous.

Bipartite Flow Scheduling is a special case of preemptive Min Sum Multicoloring on
line graphs of bipartite multigraphs, where the integers k(v) correspond to processing
times. Bar-Noy et al. showed that a Sorted Greedy algorithm is a 2-approximation
for pSMC on line graphs. It is based on the property of a line graph, that there exists
a partition of the edges into cliques, such that every vertex is contained in at most two
of them.

Proposition 5.9 (Bar-Noy et al. [14])
There exists a 2-approrimation for Bipartite Flow Scheduling with non-negative weights
and integer processing times.

Connection to Generalized Open Shop Scheduling

A variant of the Generalized Open Shop problem, considered in [90], is defined as
follows. We are given a set of m machines and n jobs. Every job j consists of operations
0;; with processing time p;; on machine ¢, weight w;; and release date r;;. In every
time step, a machine can schedule at most one operation. Additionally, no pair of
operations of the same job can be scheduled in parallel. Note that this is a significant
difference between Open Shop and Concurrent Open Shop. The completion time C(0;;)
of an operation o;; is the earliest point in time, when o;; has been scheduled for p;;
time units. The objective is to minimize the sum of weighted operation completion
times, that is min }_ w;;C(045).

This is a special case of Bipartite Flow Scheduling. Given an instance of Generalized
Open Shop to minimize the sum of weighted operation completion times, we can
construct an instance of Bipartite Flow Scheduling in the following way. For every
job j € J, we create an input port v; and for every machine m € M we create an
output port v,,. For every operation o;; we introduce a corresponding edge v;v,,
with processing time p;;, weight w;; and release date r;;. The conflicts at the input
ports assure that no two operations of the same jobs are processed simultaneously on
different machines. The conflicts at the output ports make sure that no two operations

J1 mi
ma
J3 ms3
may

Fig. 5.10: Example to illustrate the connection to Open Shop Scheduling.
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are scheduled on the same machine during the same times slot. The construction is
visualized in Figure [5.10] Note that this variant of Generalized Open Shop is only a
special case of Bipartite Flow Scheduling and that the two problems are not equivalent.
In Bipartite Flow Scheduling, the corresponding bipartite graph may have multi-edges.
This is not captured by the Generalized Open Shop setting, since a job cannot have
multiple operations on the same machine.

5.3 Open Problems

In this chapter, we studied the Bipartite Flow Scheduling problem and explained its
connection to related scheduling and coloring problems. We proposed the following
algorithm for Bipartite Flow Scheduling with unit weights and unit processing times.
Introduce edge weights w(e) := deg(z) 4+ deg(y) — 2 for all e = (z,y) € E and schedule
a maximum weight matching M of maximum cardinality in each time step, delete M
from the graph and adapt the weights accordingly.

Problem 5.10
What is the approximation ratio of the proposed algorithm for Bipartite Flow Scheduling
with unit weights and unit processing times?

Bar-Noy et al. gave a 2-approximation for preemptive Min Sum Multicoloring
on line graphs. It is built on the property that the edge set of a line graph can be
partitioned into cliques, such that every vertex is contained in at most two cliques. In
the context of Bipartite Flow Scheduling, we are not interested in general line graphs
but in line graphs of bipartite multigraphs. If a graph G is the line graph of a bipartite
multigraph, then the clique graph of G is bipartite. This observation might help derive
better approximation algorithms for Bipartite Flow Scheduling with unit weights.

Problem 5.11
What is the best possible approximation ratio for Bipartite Flow Scheduling with
arbitrary processing times?

To the best of the author’s knowledge, the Bipartite Flow Scheduling problem has only
been studied with zero release times. Because of its close connection to Generalized
Open Shop Scheduling, similar techniques might help to obtain good approximation
algorithms.

Problem 5.12

How well can Bipartite Flow Scheduling with arbitrary release dates be approximated?
In particular, is there a 2-approximation for Bipartite Flow Scheduling with release
dates?
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Our primary motivation to study Bipartite Flow Scheduling is its connection to Coflow
Scheduling. An inapproximability result from Concurrent Open Shop implies that it is
NP-hard to approximate Coflow Scheduling within 2 — €. The currently best-known
approximation algorithm for Coflow Scheduling with zero release times is 4. Hence, an
obvious open problem is the following question.

Problem 5.13
Is there a 2-approximation for Coflow Scheduling?

Many known algorithms for Coflow Scheduling are based on two stages. In the first
stage, an ordering of the coflows is obtained. In the second stage, a feasible schedule
respecting the ordering is constructed.

Problem 5.14
Given an optimal ordering of coflows, can one find an optimal schedule in polynomial-
time?

120



Index

p-maximizing ideal, [70]
(b,c)-decomposable,

(], 6
27,16
2-DIM MHSIB, [36]
2-dim-convex,

a-simple, [26] [36]
All-But-K Min Sum Set Cover,

backbone, [54]
Bipartite Flow Scheduling, [T09]
branching vertex, [55]

Coflow Scheduling, [102]
coloring

edge, [9]

vertex, [9]
Concurrent Open Shop,

convex, [26]
cross-free, [82]

free vertex,

G[V], 7

Gwmssc, [70]

gammoid, [42]

Generalized Min Sum Set Cover, [70]
laminar, [83]

harmonic number, [6]

highway, [53]

hypergraph,
cross-free, [§] [82]
laminar, [8] [79]

r-partite,
regular, [8] [79]
uniform, [§] [79]

ideal, [70]

in-degree,
in-forest,

in-tree,

induced subgraph, [7]

Kénig’s Theorem,

L(G), B

laminar, [79]
t-laminar, [8]

layered graph, [7]

level of an edge,

line graph,

MHSB,
MHSsIB, [26]
matching,
matroid,
general partition, [43]
graphic, [44]
laminar, [43]
partition, 2]
paving, 3]
transversal, [43]
uniform,
Matroid Intersection, [A7]
Matroid Intersection Coloring, [44]
Matroid Intersection Cover, [44]
Min Hitting Set of Bundles,



INDEX

2-dim interval, [36]
interval, 26]
Min Latency Set Cover, [74]
Min Sum Coloring,
Min Sum Edge Coloring, [109]
Min Sum Multicoloring, [117]
Min Sum Set Cover, [74]
laminar,
Min Sum Vertex Cover, [74]
multigraph, [7]

NP-complete, [0]
NP-hard, [6]

out-degree,

122

part, [0]
partition, []
partition reduction, [42]

rank,
Ratio problem, [70]

Set Cover,

Sidney Decomposition, [T5]
Smith’s Rule,
submodular, [f]

symmetric difference, [0]

Unique Games Conjecture, [7]

Vertex Cover,



Bibliography

1]

S. Agarwal, S. Rajakrishnan, A. Narayan, R. Agarwal, D. Shmoys, and A.
Vahdat. “Sincronia: Near-optimal network design for coflows”. In: Proceedings of
the 2018 Conference of the ACM Special Interest Group on Data Communication.
(2018), pp. 16-29.

R. Aharoni and E. Berger. “The intersection of a matroid and a simplicial
complex”. In: Transactions of the American Mathematical Society 358.11 (2006),
pp- 4895-4917.

R. Ahmadi and U. Bagchi. “Scheduling of multi-job customer orders in multi-
machine environments”. In: ORSA/TIMS, Philadelphia (1990).

S. Ahmadi, S. Khuller, M. Purohit, and S. Yang. “On scheduling coflows”. In: In-
ternational Conference on Integer Programming and Combinatorial Optimization.
Vol. 10328. LNCS. Springer. (2017), pp. 13-24.

R. K. Ahuja, T. L. Magnanti, and J. B. Orlin. Network Flows: Theory, Algo-
rithms, and Applications. Prentice Hall, (1993).

E. Angel, E. Bampis, and L. Gourves. “On the minimum hitting set of bundles
problem”. In: Theoretical Computer Science 410.45 (2009), pp. 4534-4542.

A. Archer and D. P. Williamson. “Faster approximation algorithms for the
minimum latency problem”. In: Proceedings of the 2003 Annual ACM-SIAM
Symposium on Discrete Algorithms. STAM. (2003), pp. 88-96.

Y. Azar, I. Gamzu, and X. Yin. “Multiple intents re-ranking”. In: Proceedings of
the 2009 Annual ACM Symposium on Theory of Computing. (2009), pp. 669-678.

N. Bansal, J. Batra, M. Farhadi, and P. Tetali. “Improved approximations for
min sum vertex cover and generalized min sum set cover”. In: Proceedings of the
2021 Annual ACM-SIAM Symposium on Discrete Algorithms. SIAM. (2021),
pp- 998-1005.

N. Bansal, A. Gupta, and R. Krishnaswamy. “A constant factor approximation
algorithm for generalized min-sum set cover”. In: Proceedings of the 2010 Annual
ACM-SIAM Symposium on Discrete Algorithms. STAM. (2010), pp. 1539-1545.

N. Bansal and S. Khot. “Optimal long code test with one free bit”. In: 2009
Annual IEEE Symposium on Foundations of Computer Science. (2009), pp. 453—
462.

123



Bibliography

[12]

124

N. Bansal and S. Khot. “Inapproximability of hypergraph vertex cover and
applications to scheduling problems”. In: Proceedings of the 37th International
Colloquium Conference on Automata, Languages and Programming. ICALP’10.
Berlin, Heidelberg: Springer-Verlag, 2010, 250-261.

A. Bar-Noy, M. Bellare, M. M. Halldérsson, H. Shachnai, and T. Tamir. “On
chromatic sums and distributed resource allocation”. In: Information and Com-
putation 140.2 (1998), pp. 183-202.

A. Bar-Noy, M. M. Halldérsson, G. Kortsarz, R. Salman, and H. Shachnai. “Sum
multicoloring of graphs”. In: Journal of Algorithms 37.2 (2000), pp. 422-450.

A. Bar-Noy and G. Kortsarz. “Minimum color sum of bipartite graphs”. In:
Journal of Algorithms 28.2 (1998), pp. 339-365.

U. Barenholz, U. Feige, and D. Peleg. “Improved approximation for min-sum
vertex cover”. In: Technical Report MCS06-07 Computer Science and Applied
Mathematics (2006).

K. Bérczi and T. Schwarcz. “Complexity of packing common bases in matroids”.
In: Mathematical Programming 188 (2020), pp. 1-18.

K. Bérczi, T. Schwarcz, and Y. Yamaguchi. “List colouring of two matroids
through reduction to partition matroids”. In: arXiv preprint arXiv:1911.10485
(2019).

C. Berge. “Two theorems in graph theory”. In: Proceedings of the National
Academy of Sciences of the United States of America 43.9 (1957), p. 842.

D. Bertsimas, C. Teo, and R. Vohra. “On dependent randomized rounding
algorithms”. In: Operations Research Letters 24.3 (1999), pp. 105-114.

J. A. Carlson, A. Jaffe, and A. Wiles. The Millennium Prize Problems. 2006.

J. Chang, H. N. Gabow, and S. Khuller. “A model for minimizing active processor
time”. In: 20th Annual FEuropean Symposium on Algorithms. Springer Berlin
Heidelberg, (2012), pp. 289-300.

J. Chang, S. Khuller, and K. Mukherjee. “LP rounding and combinatorial
algorithms for minimizing active and busy time”. In: Journal of Scheduling 20.6
(2017), pp. 657-680.

C. Chekuri and A. Kumar. “Maximum coverage problem with group budget
constraints and applications”. In: Approzimation, Randomization, and Combi-
natorial Optimization. Algorithms and Techniques. Vol. 3122. LNCS. Springer,
(2004), pp. 72-83.

C. Chekuri and R. Motwani. “Precedence constrained scheduling to minimize
sum of weighted completion times on a single machine”. In: Discrete Applied
Mathematics 98.1-2 (1999), pp. 29-38.



Bibliography

Z.-L. Chen and N. G. Hall. “Supply chain scheduling: Conflict and cooperation
in assembly systems”. In: Operations Research 55.6 (2007), pp. 1072-1089.

M. Chowdhury and I. Stoica. “Coflow: A networking abstraction for cluster
applications”. In: Proceedings of the 11th ACM Workshop on Hot Topics in
Networks. (2012), pp. 31-36.

M. Chowdhury, Y. Zhong, and 1. Stoica. “Efficient coflow scheduling with varys”.
In: Proceedings of the 2014 ACM Conference on SIGCOMM. (2014), pp. 443—
454.

F. A. Chudak and D. S. Hochbaum. “A half-integral linear programming re-
laxation for scheduling precedence-constrained jobs on a single machine”. In:
Operations Research Letters 25.5 (1999), pp. 199-204.

V. Chvatal. “A greedy heuristic for the set-covering problem”. In: Mathematics
of Operations Research 4.3 (1979), pp. 233-235.

S. A. Cook. “The complexity of theorem-proving procedures”. In: Proceedings of
the 1971 Annual ACM Symposium on Theory of Computing. (1971), pp. 151-158.

J. R. Correa and A. S. Schulz. “Single-machine scheduling with precedence
constraints”. In: Mathematics of Operations Research 30.4 (2005), pp. 1005—
1021.

P. Damaschke. “Parameterizations of hitting set of bundles and inverse scope”.
In: Journal of Combinatorial Optimization 29.4 (2015), pp. 847-858.

I. Dinur and D. Steurer. “Analytical approach to parallel repetition”. In: Pro-
ceedings of the 2014 Annual ACM Symposium on Theory of Computing. New
York, NY, USA: ACM, (2014), pp. 624-633.

P. J. Dukes. “Generalized laminar families and certain forbidden matrices”. In:
Order 32.3 (2015), pp. 401-408.

A. Eckl, A. Kirschbaum, M. Leichter, and K. Schewior. “A stronger impossibility
for fully online matching”. In: Operations Research Letters (To appear).

J. Edmonds. “Minimum partition of a matroid into independent subsets”. In:
Journal of Research of the National Bureau of Standards 69B (1965), 67-72.

J. Edmonds. “Submodular functions, matroids, and certain polyhedra”. In:
Combinatorial Optimization—FEureka, You Shrink! Springer, (2003), pp. 11-26.

S. Eskandarzadeh, T. Kalinowski, and H. Waterer. “Maintenance scheduling in
a railway corricdor”. In: arXiv preprint arXiv:1910.10348 (2019).

X. Fang, H. Gao, J. Li, and Y. Li. “Application-aware data collection in wire-
less sensor networks”. In: 2018 Proceedings IEEE International Conference on
Computer Communications. (2013), pp. 1645-1653.

125



Bibliography

[41]

[42]

[43]

126

U. Feige, L. Lovéasz, and P. Tetali. “Approximating min-sum set cover”. In:
International Workshop on Approzimation Algorithms for Combinatorial Opti-
mization. LNCS. Springer. (2002), pp. 94-107.

U. Feige, L. Lovész, and P. Tetali. “Approximating min sum set cover”. In:
Algorithmica 40.4 (2004), pp. 219-234.

M. L. Fisher, G. L. Nemhauser, and L. A. Wolsey. “An analysis of approximations
for maximizing submodular set functions—II1”. In: Polyhedral Combinatorics.
Springer, (1978), pp. 73-87.

K. C. K. Fong, M. Li, Y. Li, S.-H. Poon, W. Wu, and Y. Zhao. “Scheduling tasks
to minimize active time on a processor with unlimited capacity”. In: Theory
and Applications of Models of Computation. Springer International Publishing,
(2017), pp. 247-259.

F. Galvin. “The list chromatic index of a bipartite multigraph”. In: Journal of
Combinatorial Theory, Series B 63.1 (1995), pp. 153-158.

R. Gandhi, M. M. Halldérsson, G. Kortsarz, and H. Shachnai. “Improved
results for data migration and open shop scheduling”. In: ACM Transactions
on Algorithms (TALG) 2.1 (2006), pp. 116-129.

R. Gandhi and J. Mestre. “Combinatorial algorithms for data migration to
minimize average completion time”. In: Algorithmica 54.1 (2009), pp. 54-71.

N. Garg, A. Kumar, and V. Pandit. “Order scheduling models: hardness and
algorithms”. In: International Conference on Foundations of Software Technology
and Theoretical Computer Science. Springer. (2007), pp. 96-107.

M. Gottschau and M. Leichter. “Minimum hitting set of interval bundles problem:
computational complexity and approximability”. Submitted for publication.
(2019).

R. L. Graham, E. L. Lawler, J. K. Lenstra, and A. R. Kan. “Optimization and
approximation in deterministic sequencing and scheduling: a survey”. In: Annals
of Discrete Mathematics. Vol. 5. Elsevier, (1979), pp. 287-326.

L. A. Hall, A. S. Schulz, D. B. Shmoys, and J. Wein. “Scheduling to minimize
average completion time: Off-line and on-line approximation algorithms”. In:
Mathematics of Operations Research 22.3 (1997), pp. 513-544.

M. M. Halldorsson, G. Kortsarz, and H. Shachnai. “Sum coloring interval and k-
claw free graphs with application to scheduling dependent jobs”. In: Algorithmica
37.3 (2003), pp. 187-2009.

F. Happach, L. Hellerstein, and T. Lidbetter. “A general framework for ap-
proximating min sum ordering problems”. In: arXiv preprint arXiv:2004.05954
(2020).



Bibliography

[54]

[55]

F. Happach and M. Leichter. “On the generalized min-sum set cover problem
with laminar sets”. In preparation. (2020).

F. Happach and A. S. Schulz. “Precedence-constrained scheduling and min-sum
set cover”. In: International Workshop on Approzimation and Online Algorithms.
Vol. 11926. LNCS. Springer. (2019), pp. 170-187.

F. Happach and A. S. Schulz. “Approximation algorithms and LP relaxations
for scheduling problems related to min-sum set cover”. In: arXiv preprint
arXiv:2001.07011 (2020).

R. Hassin and A. Levin. “An approximation algorithm for the minimum la-
tency set cover problem”. In: 13th Annual European Symposium on Algorithms.
Vol. 3669. LNCS. Springer. (2005), pp. 726-733.

D. S. Hochbaum. “Efficient bounds for the stable set, vertex cover and set
packing problems”. In: Discrete Applied Mathematics 6.3 (1983), pp. 243—-254.

W. Horn. “Single-machine job sequencing with treelike precedence ordering and
linear delay penalties”. In: SIAM Journal on Applied Mathematics 23.2 (1972),
pp- 189-202.

S. Im, B. Moseley, and K. Pruhs. “The matroid intersection cover problem”. In:
Operations Research Letters 49.1 (2020), pp. 17-22.

S. Im, M. Sviridenko, and R. Van Der Zwaan. “Preemptive and non-preemptive
generalized min sum set cover”. In: Mathematical Programming 145.1-2 (2014),
pp. 377-401.

S. Iwata and K. Nagano. “Submodular function minimization under covering
constraints”. In: 2009 Annual IEEE Symposium on Foundations of Computer
Science. (2009), pp. 671-680.

Y. Jin, J.-P. Hamiez, and J.-K. Hao. “Algorithms for the minimum sum coloring
problem: a review”. In: Artificial Intelligence Review 47.3 (2017), pp. 367-394.

B. Johannes. “On the complexity of scheduling unit-time jobs with OR-precedence
constraints”. In: Operations Research Letters 33.6 (2005), pp. 587-596.

D. S. Johnson. “Approximation algorithms for combinatorial problems”. In:
Proceedings of the 1973 Annual ACM Symposium on Theory of Computing.
(1973), pp. 38-49.

R. M. Karp. “Reducibility among combinatorial problems”. In: Complezity of
Computer Computations. Springer, (1972), pp. 85-103.

R. Khandekar, B. Schieber, H. Shachnai, and T. Tamir. “Minimizing busy time
in multiple machine real-time scheduling”. In: JARCS Annual Conference on
Foundations of Software Technology and Theoretical Computer Science. Vol. 8.
Schloss Dagstuhl-Leibniz-Zentrum fir Informatik. (2010).

127



Bibliography

[68]

[69]

[70]

[71]

[79]

128

S. Khot. “On the power of unique 2-prover 1-round games”. In: Proceedings of
the 2002 Annual ACM Symposium on Theory of Computing. (2002), pp. 767-775.

S. Khuller and M. Purohit. “Brief announcement: Improved approximation
algorithms for scheduling co-flows”. In: Proceedings of the 2016 ACM Symposium
on Parallelism in Algorithms and Architectures. (2016), pp. 239-240.

J. M. Kleinberg. “Single-source unsplittable flow”. In: Proceedings of 1996
Conference on Foundations of Computer Science. (1996), pp. 68-77.

F. Koehler and S. Khuller. “Busy time scheduling on a bounded number of
machines”. In: Workshop on Algorithms and Data Structures. Vol. 10389. LNCS.
Springer International Publishing, (2017), pp. 521-532.

D. Konig. “Uber Graphen und ihre Anwendung auf Determinantentheorie und
Mengenlehre”. In: Mathematische Annalen 77.4 (1916), pp. 453—465.

E. Kubicka and A. J. Schwenk. “An introduction to chromatic sums”. In: Pro-
ceedings of the 1989 Conference on ACM Annual Computer Science Conference.
(1989), pp. 39-45.

E. L. Lawler. Combinatorial Optimization: Networks and Matroids. Courier
Corporation, (2001).

J. Lee, M. Sviridenko, and J. Vondrak. “Submodular maximization over multiple
matroids via generalized exchange properties”. In: Approzimation, Randomiza-
tion, and Combinatorial Optimization. Algorithms and Techniques. Vol. 5687.
LNCS. Springer, (2009), pp. 244-257.

M. Leichter, B. Moseley, and K. Pruhs. “An efficient reduction of a gammoid
to a partition matroid”. In: 29th Annual Furopean Symposium on Algorithms.
Vol. 204. Leibniz International Proceedings in Informatics (LIPIcs). Dagstuhl,
Germany: Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, (2021), 62:1—
62:13.

J. Y.-T. Leung, H. Li, and M. Pinedo. “Scheduling orders for multiple prod-
uct types to minimize total weighted completion time”. In: Discrete Applied
Mathematics 155.8 (2007), pp. 945-970.

A. Linhares, N. Olver, C. Swamy, and R. Zenklusen. “Approximate multi-
matroid intersection via iterative refinement”. In: International Conference on
Integer Programming and Combinatorial Optimization. Springer. 2019, pp. 299—
312.

L. Lovasz. “On the ratio of optimal integral and fractional covers”. In: Discrete
Mathematics 13.4 (1975), pp. 383-390.



Bibliography

A. Mallek, M. Bendraouche, and M. Boudhar. “Scheduling identical jobs on
uniform machines with a conflict graph”. In: Computers € Operations Research
111 (2019), pp. 357-366.

F. Margot, M. Queyranne, and Y. Wang. “Decompositions, network flows, and
a precedence constrained single-machine scheduling problem”. In: Operations
Research 51.6 (2003), pp. 981-992.

D. Marx. “Complexity results for minimum sum edge coloring”. In: Discrete
Applied Mathematics 157.5 (2009), pp. 1034-1045.

M. Mastrolilli, M. Queyranne, A. S. Schulz, O. Svensson, and N. A. Uhan.
“Minimizing the sum of weighted completion times in a concurrent open shop”.
In: Operations Research Letters 38.5 (2010), pp. 390-395.

N. H. Mustafa and S. Ray. “PTAS for geometric hitting set problems via local
search”. In: Proceedings of 2009 Annual Symposium on Computational Geometry.
(2009), pp. 17-22.

P. Obszarski and A. Jastrzebski. “Edge-coloring of 3-uniform hypergraphs”. In:
Discrete Applied Mathematics 217 (2017), pp. 48-52.

J. Oxley. Matroid Theory. Oxford Graduate Texts in Mathematics. Oxford
University Press, (2006).

J. Petersen et al. “Die Theorie der reguldren Graphen”. In: Acta Mathematica
15 (1891), pp. 193-220.

M. Pinedo. Scheduling. Springer, (2012).

Z. Qiu, C. Stein, and Y. Zhong. “Minimizing the total weighted completion time
of coflows in datacenter networks”. In: Proceedings of the 2015 ACM Symposium
on Parallelism in Algorithms and Architectures. (2015), pp. 294-303.

M. Queyranne and M. Sviridenko. “A (2+¢)-approximation algorithm for the
generalized preemptive open shop problem with minsum objective”. In: Journal
of Algorithms 45.2 (2002), pp. 202-212.

S. Sachdeva and R. Saket. “Optimal inapproximability for scheduling problems
via structural hardness for hypergraph vertex cover”. In: 2013 IEEE Conference
on Computational Complexity. IEEE. (2013), pp. 219-229.

A. Schrijver. Combinatorial Optimization: Polyhedra and Efficiency. Vol. 24.
Springer Science & Business Media, (2003).

A. S. Schulz. “Scheduling to minimize total weighted completion time: Perfor-
mance guarantees of LP-based heuristics and lower bounds”. In: International
conference on Integer Programming and Combinatorial Optimization. Springer.
(1996), pp. 301-315.

129



Bibliography

[94]
[95]

[96]

[97]

[104]

[105]
[106]

107]

[108]

130

T. K. Sellis. “Multiple-query optimization”. In: ACM Transactions on Database
Systems 13.1 (1988), pp. 23-52.

P. D. Seymour. “A note on list arboricity”. In: Journal of Combinatorial Theory,
Series B 72.1 (1998), pp. 150-151.

M. Shafiee and J. Ghaderi. “Scheduling coflows in datacenter networks: Improved
bound for total weighted completion time”. In: ACM SIGMETRICS Performance
FEvaluation Review 45.1 (2017), pp. 29-30.

J. B. Sidney. “Decomposition algorithms for single-machine sequencing with
precedence relations and deferral costs”. In: Operations Research 23.2 (1975),
pp. 283-298.

M. Skutella. “List scheduling in order of a-points on a single machine”. In:
Efficient Approximation and Online Algorithms. Springer, (2006), pp. 250-291.

M. Skutella and D. P. Williamson. “A note on the generalized min-sum set cover
problem”. In: Operations Research Letters 39.6 (2011), pp. 433-436.

W. E. Smith. “Various optimizers for single-stage production”. In: Naval Research
Logistics Quarterly 3.1-2 (1956), pp. 59-66.

V. Vazirani. Approzimation Algorithms. Springer-Verlag, (2001).

E. Wagneur and C. Sriskandarajah. “Openshops with jobs overlap”. In: Furopean
Journal of Operational Research 71.3 (1993), pp. 366-378.

P.-J. Wan, D.-Z. Du, P. Pardalos, and W. Wu. “Greedy approximations for mini-
mum submodular cover with submodular cost”. In: Computational Optimization
and Applications 45.2 (2010), pp. 463-474.

G. Wang and T. E. Cheng. “Customer order scheduling to minimize total
weighted completion time”. In: Omega 35.5 (2007), pp. 623-626.

D. J. Welsh. Matroid Theory. Courier Corporation, 2010.

D. P. Williamson and D. B. Shmoys. The Design of Approzimation Algorithms.
Cambridge University Press, (2011).

G. J. Woeginger. “On the approximability of average completion time scheduling
under precedence constraints”. In: Discrete Applied Mathematics 131.1 (2003),
pp. 237-252.

S. Zhou. “Minimum partition of an independence system into independent sets”.
In: Discrete Optimization 6.1 (2009), pp. 125-133.



	Introduction
	Preliminaries
	Basic Definitions
	Complexity and Algorithms
	Graph Theory
	Set Cover
	Scheduling


	Minimum Hitting Set of Bundles Problem
	Introduction
	Related Work
	Our Results

	Approximation Algorithms
	Approximation Algorithms for Laminar Instances

	Minimum Hitting Set of Interval Bundles
	Minimum Hitting Set of 2-dimensional Interval Bundles
	Open Problems

	Partition Reductions of Gammoids
	Introduction
	Matroid Classes
	Connection to the Matroid Intersection Cover Problem
	Connection to List Coloring of Matroids
	Related Work
	Our Results
	Overview of Techniques

	The Partition Reduction Algorithm
	Defining the Flow Graph
	Properties of the Acyclic Flows
	Description of the Partition Reduction Algorithm

	Analysis of the Partition Reduction Algorithm
	Trees Always have a Feasible Flow
	Bounding the Size of the Parts in the Partition
	Routing Sources within a Tree
	Tightness

	Open Problems

	Laminar Generalized Min Sum Set Cover
	Introduction
	Bipartite Graph Representation of GMSSC
	Related Work
	Our Results

	Connection to the Ratio Problem
	Min Sum Covering Problems on Laminar Instances
	Laminar Min Sum Set Cover
	Min Sum Set Cover on Cross-Free Hypergraphs
	Laminar Generalized Min Sum Set Cover
	Laminar All-But-K Min Sum Set Cover

	Open Problems

	Bipartite Flow Scheduling
	Introduction
	Bipartite Graph Representation of Coflow Scheduling
	Preemption in the Context of Coflow Scheduling
	Coflow Scheduling to Minimize Makespan
	Connection to Concurrent Open Shop
	Related Work

	Bipartite Flow Scheduling
	Complexity of Bipartite Flow Scheduling
	Approximation Algorithms for Bipartite Flow Scheduling

	Open Problems

	Index
	Bibliography

