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Abstract

Subject of this work is the analysis of numerical methods for the solution of optimal
control problems governed by elliptic partial differential equations. Such problems arise,
if one does not only want to simulate technical or physical processes but also wants
to optimize them with the help of one or more influence variables. In many practical
applications these influence variables, so called controls, cannot be chosen arbitrarily, but
have to fulfill certain inequality constraints. The numerical treatment of such control
constrained optimal control problems requires a discretization of the underlying infinite
dimensional function spaces. To guarantee the quality of the numerical solution one has to
estimate and to quantify the resulting approximation errors. In this thesis a priori error
estimates for finite element discretizations are proved in case of corners or edges in the
underlying domain and nonsmooth coefficients in the partial differential equation. These
facts influence the regularity properties of the solution and require adapted meshes to get
optimal convergence rates. Isotropic and anisotropic refinement strategies are given and
error estimates in polygonal and prismatic domains are proved. The theoretical results
are confirmed by numerical tests.

Zusammenfassung

Gegenstand der vorliegenden Arbeit ist die Untersuchung numerischer Methoden zur
Losung von Optimalsteuerproblemen mit elliptischen partiellen Differentialgleichungen als
Nebenbedingung. Solche Aufgabenstellungen treten auf, wenn technische oder physikali-
sche Prozesse nicht nur simuliert, sondern mit Hilfe einer oder mehrerer Einflussgréfien
auch optimiert werden sollen. In vielen praktischen Anwendungen kénnen diese Einfluss-
groflen, sogenannte Steuerungen, nicht beliebig gewahlt werden, sondern unterliegen Unglei-
chungsbeschrédnkungen. Die rechentechnische Behandlung solcher steuerungsbeschréankter
Optimalsteuerprobleme erfordert eine Diskretisierung der zugrundeliegenden unendlich
dimensionalen Funktionenriume. Um die Qualitdt der numerischen Approximation sicher-
zustellen, miissen die durch die Diskretisierung entstehenden Abweichungen abgeschétzt
und quantifiziert werden. In dieser Dissertation werden a priori Fehlerabschétzungen
fiir Finite-Element-Diskretisierungen bewiesen, wenn das zugrundeliegende Rechengebiet
FEcken oder Kanten aufweist oder die Zustandsgleichung nicht glatte Koeffizienten hat.
Diese Umsténde beeinflussen die Regularitidtseigenschaften der Losung und erfordern
angepasste Netze um optimale Konvergenzraten zu erhalten. Es werden isotrope und
anisotrope Verfeinerungsstrategien angegeben und Fehlerabschétzungen in polygonalen
und prismatischen Gebieten bewiesen. Die theoretischen Resultate werden jeweils durch
numerische Tests bestétigt.
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CHAPTER 1

Introduction

1.1 Motivation

The modelling and numerical simulation of complex systems play an important role in
many industrial, medical and economical applications. Very often, such systems can
mathematically be described by partial differential equations (PDEs). Here, one can think
for example of heat flow in materials or human tissues, aerodynamic properties of airplanes
or determination of option prices in finance. In the last decades the development of efficient
numerical methods to solve PDEs gave people together with the rising computing power
the opportunity to simulate complex systems. Today this is done very successfully in
many areas. But in most applications mathematical modelling and numerical simulation
are only the first steps. People are rather interested in optimization or optimal control of
the simulated processes. Examples are optimal control of the hydration of concrete [4],
optimal control of glass cooling [73] or optimal placement of a probe in cancer therapy
[2]. In optimal control problems the optimization variable is typically split in two parts,
namely in a control variable and in a state variable, which is influenced by the control
variable. In our case control and state are coupled by a partial differential equation such
that a given control determines a unique state by the solution of this PDE. The aim is
to find a control such that the state minimizes a certain quantity. Here, one can think
for example of the temperature in a furnace that has to be controlled such that the hot
melt of glass inside is cooled as close as possible along an optimal temperature curve to
avoid cracks or to affect the optical quality of the resulting product. Since one cannot
adjust the temperature in a furnace arbitrarily, one has some constraints on the control.
In practise, often constraints on the state or the gradient of the state occur, e. g., the glass
temperature should not exceed a certain level and must not be cooled too fast. In this
thesis we consider only problems with control constraints. Additional difficulties occur
if one has to deal with nonconvex geometries, e.g., in the modelling of a new concrete
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wall on a bottom plate [4], or with nonsmooth coefficients in the underlying PDE as it
can happen, e.g., when modelling the heat distribution in a solid that consists of different
materials.

Such optimal control problems can abstractly be written as

min J(y,u) subject to e(y,u)=0, u€C, (1.1)
yeYuelU

where Y and U are Banach spaces, y is the state variable and u the control variable. The
term e(y,u) = 0 denotes a PDE and the set C is a closed convex subset of U. In general
one is not able to give an analytical solution of problem and has to rely on numerical
methods. In order to obtain stable and accurate numerical results one has to explore and
utilize the specific mathematical structure behind and develop intelligent discretization
strategies. A main ingredient in the analysis are error estimates. They make it possible to
find reasonable discretizations and to validate numerical results. This thesis contributes
to this topic and gives a priori error estimates for control constrained linear-quadratic
optimal control problems governed by elliptic PDEs when additional singularities occur
caused by corners or edges in the domain or by only piecewise smooth coefficients in the
state equation.

1.2 State equation

We discretize the optimal control problem by a finite element method. Since the finite
element error in the state equation plays an important role in the error analysis of the
optimal control problem, we first concentrate on elliptic boundary value problems in
nonsmooth domains or with only piecewise smooth coefficients. Before one can start with
the error analysis one has to figure out the regularity properties of the solution. The
literature on this topic is vast, such that is impossible to give an exhaustive overview here.
Let us mention at least the fundamental paper of Kondrat’ev [77] and the monographs
of Grisvard [62] [63], Kufner and Séndig [80] and Dauge [45]. Furthermore the books of
Nazarov and Plamenvsky [99] and Kozlov, Maz’ya and Rossmann [78], [79] summarize the
research of the authors in this field over many years. It turns out that the solution of
such problems can be characterized by a so called singularity exponent A. In detail, it is
contained in the Sobolev-Slobodetski space H*(£2) with s < 14 X provided the right-hand
side is smooth enough. Consequently, one can expect for a finite element method with
polynomial shape functions of order k& on quasiuniform meshes only a reduced convergence
order in H'(Q) or L%(R), namely convergence rates of A\ or 2\ in the discretization
parameter h. The optimal order can only be reached if the solution is contained in
Hk"H(Q).

To improve the convergence properties under reduced regularity researchers started to
develop specially adapted methods. Oganesyan and Rukhovec [103], Raugel [110] and
Babuska, Kellog and Pitkdranta [22] investigated a priori local mesh grading techniques in
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the two dimensional case and got the same rates in L?(Q2) and H'(Q) as in the regular
case. We are also interested in estimates of the pointwise error. Many results on this
topic were published in the 1970’s, see, e.g., [58], 08, 117, 118, 122]. Scott proved in [122]
a convergence rate of h? [In h| for an elliptic equation and Neumann boundary conditions.
This result is valid if the solution is in W2°°(2) and if the mesh is quasi-uniform. Frehse
and Rannacher considered in [58] the Dirichlet problem for a more general elliptic operator
in domains Q with 99 € C?® and for a discretization with quasi-uniform meshes. For
solutions in W2°°(Q) they got the convergence rate h?|In h|, for a right-hand side from
L°°(9) they proved the approximation order h2 [In k| Since we like to consider domains
with corners, the boundary is not in C%“ and the state is in general not in W2°(£). So
these results are not applicable. In [I17] Schatz and Wahlbin derived pointwise estimates
for the Poisson equation in domains with corners. In [118] they specified a refinement rule
for the mesh that allows to prove a convergence rate of h?>~¢ using piecewise linear ansatz
functions. The drawback of this result is the fact, that the error constant is not separated
from a norm of the right-hand side of the boundary value problem. Especially it is not
clear, what regularity has to be assumed for the right-hand side, since Schatz and Wahlbin
only demand a “smooth” right-hand side. We would like to emphasize that in the case
of optimal control the right-hand side is the unknown control and therefore one cannot
assume arbitrary smoothness.

For L?— and H'-error estimates Apel and Heinrich [§], Apel, Sindig and Whiteman [16]
and Lubuma and Nicaise [86] extended the mesh grading idea to the three-dimensional
case. They used piecewise linear approximations on isotropic meshes, i.e., the aspect ratio
of the finite elements was bounded. But it was observed that this technique leads to
overrefinement near edges. In order to avoid this overrefinement, anisotropic meshes in the
neighborhood of the edges were used in [7, 10, [6, 12], 13]. Anisotropic finite elements are
more general than shape-regular elements; they are characterized by three size parameters
hir,i=1,2,3, which may have different asymptotics. The anisotropic mesh grading is
described by a relationship between the size parameters of each element and its distance
from an edge. By estimating the approximation error of the standard nodal interpolation
operator and using the projection property of the finite element method, it is shown in
[7, 10] that the finite element solution using a linear ansatz space converges like O(h)
in H(Q) to the solution as long as the right-hand side is in LP(Q2), p > 2. Here, h is
as usual the maximum diameter of all elements. The main drawback of this estimate
is, that the case p = 2 cannot be treated in this way and an L?-estimate of the finite
element error cannot be obtained. The reason for this can be found in fact that by the
use of the standard Lagrangian (nodal) interpolant the local interpolation error does not
converge in H'(T) with order 1 in h, if T is an anisotropic element and the solution
is only in H?(12), see [7]. As remedy Apel introduced in [6] suitable Scott-Zhang type
quasi-interpolants. The disadvantage of these modified operators is that they preserve
Dirichlet boundary conditions on parts of the boundary only and that the analysis is made
for meshes with certain structure only. Nevertheless, this allowed to prove second order
convergence in L?(£2) on appropriately graded meshes for a mixed boundary value problem
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in a prismatic domain with reentrant edge, where the part with the Dirichlet conditions
was chosen such that one of these modified Scott-Zhang operators could preserve them.
One main ingredient of the proof was also the description of the regularity of the solution
in certain weighted Sobolev spaces. A non-conforming approximation for the Poisson
equation with pure Dirichlet boundary conditions in a prismatic domain with reentrant
edge was considered in [12]. The authors proved second order convergence in L?(2) for
a finite element approximation in the lower order Crouzeix-Raviart finite element space
on appropriately graded anisotropic meshes. These results were extended in [13] to the
Stokes problem.

Beyond the described a priori local mesh grading technique there exists a couple of other
methods to treat singularities. Let us mention here at least the singular function method.
The basic idea is to augment the ansatz space by certain functions that describe the
occurring singularities. For a detailed description we refer to [29] [54], 123] and for the
three-dimensional case also to [27], 87]. A similar approach is propagated in [23] 31] where
the singular part of the solution is calculated explicitly.

1.3 Optimal control problems

Let us come back to the optimal control problem. The a priori error analysis for optimal
control problems started with the papers of Falk [57] and Gevici [60]. They followed
the classical approach of discretizing both, state and control, with piecewise polynomial
finite elements. Particularly, they investigated the case of elliptic state equations and
pure control constraints and considered piecewise constant approximations of the control.
Malanowski discussed in [88] piecewise constant and piecewise linear approximations in
space for a parabolic problem. In the last years optimal control of PDEs became popular
again and researchers restarted to investigate numerical schemes for such problems. Arada,
Casas and Troltzsch [20] and Casas, Mateos and Troltzsch [38] considered semilinear
equations with piecewise constant approximations of the control and got a convergence
rate of 1 in the discretization parameter h in L2(2). Résch investigated in [IT1] an abstract
optimal control problem and proved under certain assumptions a convergence rate of
3/2 in L?(Q) for piecewise linear approximations of the control. Casas and Troltzsch
considered in [39] also piecewise linear approximations of the control and proved first order
convergence for several elliptic problems in general situations. This result was improved
to superlinear convergence in a paper by Casas [36]. Arada, Casas and Troltzsch proved
in [20] also L>-error estimates. They got a convergence rate of 1 in 2D and of 1/2 in 3D.
Meyer and Rosch gave pointwise error estimates for piecewise linear approximations in
[96] and proved first order convergence. All the mentioned papers assume quasi-uniform
meshes and sufficiently smooth solutions.

A different approach is proposed by Hinze [71]. In his variational discretization concept
the space of admissible controls is not discretized. Instead, the first order optimality
condition and the discretization of the state and the adjoint state are utilized to derive an
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approximate control. It was proved that the discretization error of the control is bounded
by finite element errors, such that this error behaves for piecewise linear approximations of
state and adjoint state like O(h?) and O(h? [In h|) in the L2- and the L>°-norm, respectively,
where full regularity of the state and the adjoint state was assumed. The same L2-estimate
was proved in [I9] under reduced regularity assumptions for appropriately graded, isotropic
meshes.

Another discretization concept was introduced by Meyer and Résch [95]. The space of
admissible controls is discretized by piecewise constant functions. The final approximation
is computed in a post-processing step that consists of a projection of the scaled approximate
adjoint state in the set of admissible controls. The authors proved second order convergence
for plane, convex domains under the assumption of full regularity in state and adjoint state.
Apel, Rosch and Winkler proved in [15] the same result for non-convex plane domains
with the use of local mesh grading. The article of Apel and Winkler [19] extended the
results to general three-dimensional domains, where state and adjoint state may not admit
the full regularity. They counteracted the impact of singularities, which are caused by
reentrant corners and edges, by isotropic, graded meshes and proved a convergence rate of
2. In order to avoid overrefinement near edges Winkler considered in [127] an anisotropic
discretization for a linear-quadratic optimal control problem with a special type of mixed
boundary conditions in the state equation and proved also second order convergence. This
result was proved for meshes with grading parameter © < min{\,5/9 + A\/3}, where \ is
the singularity exponent mentioned above. A detailed definition of these quantities can be
found in Chapter [2 This is a stronger condition than actually necessary to get optimal
convergence for the state equation itself, where p < X is enough, see [6]. In [40] Chen
considered a mixed formulation of the elliptic state equation and derived superconvergence
results for the postprocessing approach for Raviart-Thomas finite element discretizations
on rectangular domains.

Rosch and Vexler applied in [I12] the post-processing technique to a linear-quadratic
optimal control problem with the Stokes equations as state equations. They achieved
second order convergence provided that no singularities occur such that the velocity field is
in H?(2) N W12°(Q). Therefore they restricted theirselves to polygonal, convex domains
Q C R4, d=2,3, and assume in the case d = 3 that the edge openings of the domain
are smaller than 27 /3. Casas et al. considered in [37] locally constrained optimal control
problems with the steady-state Navier-Stokes equations in smooth domains. We should
also mention that several articles were published for the optimal control of the Stokes and
Navier-Stokes equation without control constraints, see e.g. [30, 50, 67, [68].

Although this thesis concentrates on the control-constrained case let us also mention a
couple of papers that are devoted to the a priori error analysis of problems with constraints
on the state [41), 511, 52, 53], [72], 03, [04] or the gradient of the state [49] [65], [105]. Beyond
the a priori analysis in the last years several researchers contributed to the a posteriori
analysis of optimal control problems. We point to the papers [59] 69, [70, [83], 85], 125] for
the control-constrained case and [28], 66, [74] for problems with state constraints.
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1.4 Outline

The outline of the thesis is as follows. In Chapter [2] we repeat some basic facts from
functional analysis, define the function spaces we need in our analysis and give correspond-
ing embedding results. Furthermore, we introduce the graded meshes that are used for
domains with singular corners or edges.

Chapter |3| is devoted to interpolation. Particularly we treat nonsmooth functions on
anisotropic finite elements. We extend results for a quasi-interpolation operator from [6]
such that also pure Dirichlet and pure Neumann problems can be treated. The specific
difficulty with the Dirichlet problem is that the relevant quasi-interpolation operator Ej,
defined in [6] does not preserve the boundary conditions on the whole boundary but only
on a part of it. To solve this problem we define a modification of this operator and estimate
the additionally occurring error term. The Neumann problem was not satisfactorily treated
in [6] since its solution has to be described in other weighted Sobolev spaces than the
Dirichlet and the mixed problems. The reason is that in case of Neumann conditions on
both faces joining the “singular edge” the solution may not vanish along the edge. In
view of this, the proof of the global interpolation error estimate in [6, Theorem 14] is
wrong for the Neumann case. To overcome this problem we prove local estimates in the
corresponding weighted Sobolev spaces. This builds up the basis for the estimate of the
global error.

Chapter [4] contains a couple of finite element error estimates for boundary value problems
that serve as state equation for optimal control problems in Chapter [5} In the first section
of Chapter [4| we prove an L*-error estimate for scalar elliptic problems with Holder
continuous right-hand sides in domains with reentrant corner on graded meshes. The
novelty of this result is the fact that the error constant in this estimate is separated from
the norm of the right-hand side of the boundary value problem, see Theorem [£.4 Therefore
this result is applicable in the context of optimal control, where the right-hand side is
the unknown control such that one cannot assume arbitrary smoothness as it is done e.g.
in [118]. Section utilizes the results of Chapter |3| to prove global interpolation error
estimates in L2(Q) for an elliptic equation with pure Dirichlet or Neumann boundary
conditions. This gives us straightforwardly an estimate of the corresponding finite element
errors. Let us also mention, that we prove in this section the boundedness of r?Vy for
B > 1— A, where r is the distance to the edge and y the solution of the boundary value
problem, see Lemma This is an improvement of the condition 5 > 4/3 — X as
proved in [127] and allows in contrast to that thesis to keep the same grading condition
for boundary value problem and optimal control problem. In Section problems with
discontinuous diffusion coefficients are considered and finite element error estimates are
given. Section [4.4] treats the Stokes equations with Dirichlet boundary conditions. We
first prove error estimates under some reasonable assumptions. Afterwards we show that
these assumptions are fulfilled for the Stokes problem in a two-dimensional domain with
reentrant corner and a three-dimensional domain with reentrant edge. In the first case
we consider several commonly used conforming element pairs as well as the lower order
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Crouzeix-Raviart element, both on isotropic graded meshes. For the three-dimensional
setting we investigate a discretization on anisotropic graded meshes with Crouzeix-Raviart
elements and prove in addition to [I3] also error estimates in L?(2).

In Chapter [5| we turn to optimal control problems. First, we define in Section [5.1] a
general linear-quadratic optimal control problem and prove L?-error estimates for all three
variables under certain assumptions on the discretization for both, the variational discrete
approach introduced in [71] and the post-processing approach introduced in [95]. For the
post-processing approach this general formulation is new. To the best of the author’s
knowledge this is the first time that also non-conforming discretizations are allowed.

We begin the consideration of particular examples in Section with problems with
scalar elliptic state equation. We prove that in polygonal domains the approximation
error in the L>°-norm behaves like O(h? |In h|3/ ?). Notice that this estimate is new for the
postprocessing approach even in the case of convex domains. For the variational discrete
approach there is an estimate in [71] which depends on the finite element error of the
adjoint equation in L*°(£2). As example the suboptimal rates of h2=4/2 in space dimension
d are pointed out as well as the optimal rate of h?|log h| for solutions in W2 (). But
improved estimates for domains with obtuse angles are not considered in that paper.
Next, we check the assumptions of Section [5.1] for optimal control problems in prismatic
domains and discretizations on anisotropic finite element meshes. In this way, we extend
the L2-error estimates of [127] to the case of pure Dirichlet and pure Neumann boundary
conditions. A challenge in case of Neumann boundary conditions are the different regularity
properties compared to the Dirichlet case. This requires some significant changes in the
proofs of [127]. We further weaken the mesh grading condition given in that thesis to
@ < A, what is the same as one has to demand to get optimal convergence in the state and
adjoint state equation. We have to pay with slightly more regularity in the desired state,
which has to be Holder continuous and not only bounded. As a byproduct we can also
weaken the grading condition for isotropic refinement given in [19]. We finish Section
with error estimates for an optimal control problem with a state equation with nonsmooth
coefficients.

We continue in Section [5.3 with an example where a linear-quadratic functional has to
be minimized with respect to the Stokes equations. We consider a nonconvex prismatic
domain which is discretized by an anisotropic graded mesh and approximate the velocity
in the Crouzeix-Raviart finite element space. For the check of the assumptions of Section
.1l we do not only have to deal with the more complicate structure of the Stokes equations
but also with missing regularity in edge direction. In contrast to the Poisson equation, we
do not have additional regularity of the solution and its derivatives in edge direction in
LP(Q) for general p. In the case of the Stokes equations such results are only available
for p = 2, see [13]. This fact prevents a componentwise application of the arguments
which were used in case of the Poisson equation and makes new ideas necessary. Our last
example concerns a two-dimensional setting, where the domain has a reentrant corner. We
prove that our general assumptions are satisfied for a couple of element pairs as long as
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one uses a mesh that is tailored to the corner singularity. All the results in Chapter 5 are
illustrated by numerical examples.

In the last chapter we conclude our results and give an outlook on future work.



CHAPTER 2

Preliminaries

2.1 Basic facts from functional analysis

In this section we recall some basics from functional analysis. Details can be found in any
book on linear functional analysis, e.g., [I, 126].

Definition 2.1. Let X be a real vector space.

(1) A mapping ||| : X — R is called norm on X, if for z,y € X and « € R the conditions
(i) |zl > 0 and ||z|| =0 < x =0,
(i) flax|l = ledll]],
(ili) [lz 4yl < [lz[| + [yl
hold.

(2) The pair (X, | - ||) is called normed space.

(3) A normed space is called complete, if any Cauchy sequence (x,) has a limit, i.e., if
limyy, p—o0 ||€m — zn|| = 0 implies the existence of x € X with lim,, o ||z, — x| = 0.

(4) A normed space, that is complete, is called Banach space.

Definition 2.2. Let H be a real vector space.

(1) A mapping (-,-) : H — R is called inner product on H, if for z,y,z € H and o € R
the conditions

1) (z,y9) = (y,2),
(ii) (az,y) = a(z,y),
(iii) (z +y,2) = (z,2) + (y,2),
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(iv) (z,z) >0 and (z,2) =02 =0
are satisfied.
(2) The pair (H,(-,-)) is called Pre-Hilbert space.

(3) A Pre-Hilbert space is called Hilbert space, if it is complete under its associated norm
]l = v/ (2, z).

Theorem 2.3. In a Pre-Hilbert space H the Cauchy-Schwarz inequality
(@, 9)| < llzlHlyll Ve,y € H

holds.

Definition 2.4. Let X, Y be normed real vector spaces with norms | - [|x, || - |ly. A
mapping A : X — Y is called linear operator if it satisfies

A(Ax1 + pxe) = Mz + pAzy Vry,xe € X, A\ u € R.
The space of all linear operators A : X — Y that are bounded in the sense that

[All x>y == sup [[Az|y < oo
lzll x=1

is denoted by £(X,Y).
Definition 2.5. Let X be a Banach space. The space X* := £(X,R) of linear functionals
on X is called dual space of X. We use the notation
(2%, 2) xv x = 2" ().
The term (-, -)X*7X is called dual pairing of X* and X.

Definition 2.6. Let X, Y be Banach spaces and A € L(X,Y). Then the operator
A* e L(Y*, X™) defined by

(AW 2)xe x = (Y AT)y. y VY €Y 2 €X
is called dual operator of A.

Definition 2.7. Let X and Y be two normed spaces. X is said to be embedded into
Y, written X — Y if there is a constant ¢ such that for all x € X possibly after
modification on a set of measure zero x € Y and ||z|ly < c||z|x, i.e., the embedding
operator T : x € X — x € Y is bounded.

X is said to be compactly embedded into Y, written X < Y, if X < Y and every sequence
(z5,) which is bounded in X has a subsequence which converges in Y, i.e. the embedding
operator T': z € X — x € Y is compact.

10



2.2 Function spaces

2.2 Function spaces

This section covers function spaces which are needed to classify solutions of boundary
value problems and optimal control problems. Beyond the Lebesgue spaces LP(G) and the
classical Sobolev spaces W#P(G') we shall need some weighted spaces Vﬁk P(@) and Wg P(@),
which are tailored to the smoothness properties of solutions of boundary value problems
in nonconvex domains G or with discontinuous coefficients. Moreover, we introduce the
space of Holder continuous functions C%7(G).

Throughout this section let G € R%, d = 2,3, be an open, lzounded domain with Lipschitz
boundary dG. The closure of the domain G is denoted by G. Further, we denote by D'(G)
the space of distributions.

Definition 2.8. We define for p € [1,00) the Lebesgue space LP(2) by

1/p
LP(G) := {v : G — R Lebesgue measurable : [|v||rr(q) : </ u(x ’p) < oo}

Moreover, we define
L¥(G) := {v : G = R Lebesgue measurable : [|[v]| 1o (q) := esssup,q |[u(z)] < oo} .

Definition 2.9. We define for k € N, p € [1,00) the classical Sobolev spaces WFEP(G) by
1/p
WkP(Q) :={ v e D(G), [vllwerqy = Z / | D%v|P < 0
|a| <K

Furthermore, we introduce the seminorm
1/p
hiescy = | 3 [ 107l
la|=k
We also use the abbreviation H*(G) := W*?2(G) and define WOP(G) := LP(G). Finally,

we define

WE2(G) = {0 € D(G), ol = max D0l () < o0 -
Definition 2.10. With polar/cylindrical coordinates z1 = 7 cos ¢, x9 = rsin ¢, we define
for k € Ng, p € [1,00) and § € R the weighted Sobolev spaces

1/p
VAT(G) = Qv € DIG) : Iollytogy = | 3 / kol paype | < oo b
|a|<k
1/p
WH(G) = v eD(G) : ol = | 3 / D | < oo
la|<k

11
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The corresponding seminorms are defined as

/p /p

1
and |v\W§,p(G) = Z/GrﬁDay’p
|a|=k

1
hsoi= [ [ oy

laf=k

Moreover, we introduce

k,00 — o] na
V3 o(G) = {veD’(G) : \|U||V;,N(G) = m?ﬁyrﬁ FHA DY | ooy < oo},

k‘,OO Py— . Py— «
Wy (G) := {’U e D'(Q) : HUHWZ;,OO(G) = lrél‘eg’i HT‘BD V| ooy < 00 ¢
Definition 2.11. We define the function spaces

C(G):={v:G — R : v continuous}

and
C(G) :={v € C(G) : v has a continuous extension to G}.

The space C(G) is a Banach space with the norm

vl = sup |v(=)].
zeG

Let 0 < o < 1. The space of Hélder continuous functions is defined as
CY% (@) := {v € C(G) : v o-Hélder continuous for |a| = k}.
The space C%°(G) is a Banach space with the norm
[v(z) — v(y)]
[ollgoe@y = llvllo@ +  sup ————2—.
© @ z,y€qG, z#y ‘JI - y‘
We set C9(G) := C(G).

Definition 2.12. Let G be partitioned in disjoint, nonempty and open subdomains G},
i=1,...,n. We define for k € Ny and p € [1,00) the spaces

WHP(G) = [T WHP(Gy),
=1

i.e., v € WFP(G) if and only if v; := v|g, € WFP(G;) foralli = 1,...,n. The corresponding

norm is defined as
n l/p
Iollws(e) = (Z ||vz~||’;vk,p(ci)> .
i=1

12



2.2 Function spaces

Analogically, the corresponding seminorm is defined as

n 1/10
[ohwrrc) = (Z ”i%m(c») :
=1

Furthermore, we define
WEX(Q) := {v e D'(G) : v; e Whe(Gy)}
with the norm and seminorm, respectively,

lollwess @) = max llvillwes s [Phweee) = max [vilws=(c,:

=1,...,

We introduce for k € Ny, p € [1,00) and 3 € R the weighted spaces

ViR (G) =[] Vi (G,

i=1

with the norm and seminorm, respectively,

— 1P — P
HUHVS’Z’(G) B <; H,UZHV;’Z’(GZ')> ’ |U|V’§vp(g) T (; |UZ|V;”’(G¢))

Moreover, we introduce

1/p

Vi<(G) = {v € D/(G) : vi € VI (Gy)}
and the norm and seminorm, respectively,
lollyeey 1= max oillyes gy Whye g = max Juilyeeg,.
We define the spaces
CO%(G):={v:G >R :veC (G}
with the norm

[ollen ey = max.[[ollco

We recall the Sobolev Embedding Theorem.

Theorem 2.13. Let k € Ng and 1 < p < 0.
(1) For q>1,1€ Ny and k > 1 with k —d/p > 1 —d/q one has the continuous embedding

WEP(G) — Wh(@).

The embedding is compact if k > 1 and k —d/p > 1 — d/q.

13
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(2) For 0 <o <1 and k—d/p > o one has the continuous embedding
WkP(G) — C%(@).
The embedding is compact if 0 <o <1 and k—d/p > 0.
The following trace theorem is proved for instance in [128, Theorem 8.7]
Theorem 2.14. For 1/2 < s <1 there exists a linear and continuous trace operator
To : H*(G) — H*2(8@),
i.e., the inequality
[Tov] 517206y < ellvllm=)  forve H*(G)
holds.

The following lemma is well known, see e.g. [14]. It concerns embedding results for the
spaces V; (@) and V; (@), respectively.

Lemma 2.15. The embeddings

VIHG) = V2HG)  for B <, (2.1)
Vf’oo(G) — L>®(G) fory <2 (2.2)

hold.

Proof. Since < v the embedding ([2.1)) follows directly from the definition of the spaces.
For u € Vyz’oo(G) one has 772y € L>®(G). From the fact that v < 2 one obtains u € L>®(G)

what proves ([2.2)). O

The following two lemmas concerning the spaces Wg P(@) were originally published in [17].
The first one entails an embedding result whereas in the second one a norm equivalence
is proved, that will be useful in the forthcoming derivation of a local interpolation error
estimate (comp. Chapter |3)).

Lemma 2.16. Forpe (1,00), > 1—2/p and k > 0 one has the compact embedding
k41, ¢ ik,
W5t (G) = WP(G). (2.3)
Forpe (1,0), k> 1 and 5 € (1 —2/p, 1] the continuous embeddings
Wi (G) = WE—P(G) = WFIP(G) — LP(G) = LY(G) (2.4)

are valid.

14
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Proof. From Lemma 1.8 in [I13] one has Wﬁl’p(G) — Vﬁl’p(G) for 5 > 1—2/p. Lemma 1.2
in [I13] yields Vﬁl’p(G) < ngl(G). Since Wgﬁ’l (G) — Wg’p(G) this shows the embedding
Wﬁl’p (GQ) N Wg’p (G). Applying this embedding to derivatives, one can conclude ({2.3)).
The embedding WH?(G) — Wg:ll P(@) follows from Theorem 1.3 in [I13]. The other

embeddings in (2.4) can be concluded directly since 8 < 1 and p > 1. O

Lemma 2.17. Forp > 1, f € (1 —2/p,1] and a function v € Wgﬂ’p(G) one has the
norm equivalence
| o,
G

Proof. The following proof is based on an idea of [97, Chap. 4, §5]. Since one has for
p>1and g€ (1—2/p,1] the embedding Wﬁl’p(G) — LY(G) (see (2.4))), the inequality

J

[ollysin ~ hyrag + 3
la| <k

HU||W§+1,p(G) Zc |U|W§+1p + Z
la|<k

holds. In order to show the other direction,

: (2.5)

.

we use a proof by contradiction. If inequality (2.5) was not valid, then there would be a
sequence (vy,) with v, € Wg +LP(@) such that

HU”WZ;JA’Z’(G) <c |’U|Wk+1p + Z
la|<k

H’UnHWkJrl,p(G) =1, (2.6)
o

Since (vy,) is a bounded sequence in W§+1’p(G) and W§+1’p(G) < Wg’p(G) (see (2.3))

there is a convergent subsequence (vy,) € Wg P(@). In the following we suppress the index

< (2.7)

1
n’

‘”n‘w’“lp(e T Z
|| <k

[ and write (vy,) for this subsequence. Because of the completeness of Wg P(Q) there is a
function v € Wg P(@), such that

n—oo

llv — Un|]W§,p(G) — 0. (2.8)

With (2.7) one can conclude [vp | k11, @ <1 /n, what results in
8
=30, (2.9)

‘Un‘W§+1,p(G)

15
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In the following we show that (v,) is a Cauchy sequence in W2T?(@). For a fixed and
arbitrary small ¢ > 0 and numbers n, m large enough one obtains with (2.8)) and ({2.9)

an - UmH;/ngl,p(G) = an - UmHgvg,p(G) + |Un — Um|€‘/§+1,p(G)
13
< Z p p
< 5 H ol Clomlyen )
< 13 i g i g .
-3 3 3 7

Since W§+1’p(G) is complete, there is a function v* € W§+1’p(G) with

v — U*HWEH”'(G) "2

and one arrives with (2.6 at

HU*HW;;+1’P(0) =L (210)

/ D%y*
G

in particular |v*|Wk+1,p(G) = 0, which means that D** =0 Va: |a| = k+1, that is v* is
5

a polynomial over G with degree at most k. Since v* also fulfills (2.11]), it follows directly

v* = 0. This is a contradiction to (2.10|), what proves ([2.5)). O

Furthermore one can conclude from ([2.7)

g+ 2 -0, e

la|<k

2.3 Graded triangulations

In this section we introduce triangulations where the element sizes depend on the distance
of the element to a corner or an edge. All triangulations 7;, = {T'} of €2, that we consider,
are admissible in Ciarlet’s sense [42], i.e.,

e )= UTeTh T
e For two arbitrary elements T, Ty € T;, with T7 # T one has T} N1y = ().

e Any face of any element 77 € T}, is either a subset of the boundary 0f2 or a face of
another element T € Ty,

2.3.1 Two-dimensional domain

Let us first consider a two-dimensional, bounded and polygonal domain 2. We assume
that € has only one corner with interior angle w > wy located at the origin. The critical

16
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Figure 2.1: Graded mesh with = 0.4 (left) and quasi-uniform mesh (¢ = 1.0)

angle wy depends on the problem under consideration, e.g. for the Poisson problem and
L?-error estimates it is wg = 7, for the corresponding L>-error estimates one has wg = /2.
For details on this, we refer to Chapter [4f With a global mesh parameter h, a grading
parameter p € (0,1] and the distance r7 of a triangle T" to the corner,

rpi= inf /2% + 23,
(:vl,af)g)ET

we assume that the element size hp := diamT satisfies
e1h" < hp < coh M forrp =0 (2.12)
clhr;“ < hp < CQhrrAl;“ for rp > 0. '

Notice, that the number of elements of such a triangulation is of order h™2, see e.g. [16].
In Figure 2.1 one can see such isotropic graded meshes for different values of p.

2.3.2 Three-dimensional domain

We consider a prismatic domain Q = G x Z, where G C R? is a bounded polygonal domain
and Z := (0,29) C R is an interval. It is assumed that the cross-section G has only one
corner with interior angle w > 7 at the origin. For the construction of a mesh in €2, we
first introduce a graded triangulation {7} in the two-dimensional domain G according to
. This means the element size h, := diam7 satisfies

crth'" < h, < coh/P forr, =0
clhri_“ < h, < czhri_“ for r, > 0.

where r; is the distance to the corner,

rr = inf (/2% + 23,
(z1,22)ET

17
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Figure 2.2: Anisotropic graded mesh with p = 0.4 (left) and uniform mesh (u = 1.0)

1 the grading parameter and h the global mesh parameter. From this graded two-
dimensional mesh a three-dimensional mesh of pentahedra is built by extruding the
triangles 7 in x3-direction with uniform mesh size h. In order to generate an anisotropic
graded tetrahedral mesh, each of these pentahedra is divided into tetrahedra. We can
characterize the elements 7' of such a mesh by the three mesh sizes h7 1, hr2 and hr g3,
where h7; is the length of the projection of T" on the z;-axis, i = 1,2,3. In detail, with rp
being the distance of the element 71" to the edge,

: /.2 2
rr = inf /x5 +
zeT 1 2

the element sizes satisfy

clhl/“ <hr; < Cth/“ for rp =0,
Clhréﬂ_“ < hTﬂ' < CQhT‘;—M for ro > 0, (2-13)
cth < hrg < coh,
for i = 1,2. The number of elements is of order h~3 and therefore asymptotically not

increasing in comparison with a quasi-uniform mesh. Figure shows such anisotropic
graded tetrahedral meshes for 4 = 0.4 and p = 1.0.

18



CHAPTER 3

Interpolation of nonsmooth functions

3.1 Suitable interpolation operators

In this chapter we consider estimates of the approximation error for a quasi-interpolant
on anisotropic finite element meshes in prismatic domains. Such estimates are main
ingredients of the error analysis for a finite element discretization.

Let us discuss shortly why the use of quasi-interpolation operators gains some advantage
for anisotropic, three-dimensional finite elements. If one takes the standard Lagrangian
(nodal) interpolation operator, which uses nodal values of the function for the definition of
the interpolant, one can benefit from the very useful property, that Dirichlet boundary
conditions are preserved by this operator. However, it was shown in [7] for an anisotropic,
three-dimensional finite element 7', that the local interpolation error estimate

o

i (3.1)

3
lu — Dyulwroery < ¢ hir
i=1 WLr(T)

and even its simplified version |u — Iyuly sy < cmax; by [uly2pry is valid under the
condition p > 2 only. The main drawback of this result is, that it allows an estimate of the
finite element error in H'(Q) only for a right-hand side in LP(2), p > 2. The consequence is,
that one cannot achieve an L?({2)-error estimate via the Aubin-Nitsche method. A way out
is the use of quasi-interpolation operators as for example introduced in [44), 120]. The basic
idea is to replace nodal values by suitable averaged values. Apel investiged in [6] several
quasi-interpolation operators for anisotropic elements. It turned out that the classical
operators introduced in [44} [120] are not uniformly W !P-stable in the aspect ratio and do
not satisfy an estimate like (with T replaced by a patch St on the right hand side).
As a remedy he introduced three modifications of the Scott-Zhang interpolant for which
such estimates hold. As the original ones these modified operators have the disadvantage
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that they preserve Dirichlet boundary conditions on parts of the boundary only. In the
following we introduce another modification tailored to pure Dirichlet problems. This
interpolant is closely related to the operator Ej, introduced by Apel in [6]. Although some
of our proofs are applications or simple extensions of derivations in that paper, the estimate
of an occurring additional error term requires new ideas for the proof. Furthermore we
prove local estimates for the operator Ej, in the space Wg P(Q2) such that the results can
also be used for the derivation of global error estimates for the Neumann problem. The
following results were originally published in [17].

3.2 Tensor product meshes

Let € be a prismatic domain, i.e. Q = G x Z C R3, where G C R? is a bounded polygonal
domain and Z := (0,z9) C R is an interval. The different parts of the boundary are
denoted by

'p:={x€dQ : zg=0o0rax3 =2} and Ty :=0Q\I'p.

The crosssection G is assumed to have only one corner with interior angle w > 7 at the
origin; thus € has only one “singular edge” which is part of the x3-axis. For a triangulation
of  we do not demand the elements to be shape-regular. In contrast we are interested in
anisotropic elements. According to [9], we consider the four reference elements

Ty = {(&1,30,83) €ER®:0< &1 < 1,0< By <1 —21,0< @3 <1—& —da},
Ty := {(&1, 20, 23) €eR®: 0 < &1 < 1,0 < By < 1 — &1, 31 < &3 < 1},
Ty = {(&1, 40, 23) €ER3: 0 < &1 < 1,0 < &9 < &1,0 < &3 < &1 — &a},
Ty = {(&1, 20, 23) e R®: 0 < &1 < 1,0 < &g < 1,1 — & < &3 < 1}.

For an illustration we refer to Figure 3.1} For elements with a face parallel to the z1 — xo-
plane we use T 1 and T3, for elements without such a face T2 and T4 are considered.
Elements with exactly one vertex with » = 0 are mapped to T or T4, in all other cases
(zero or two vertices with r = 0) T and Th are used In the following we refer to the
suitable reference element by T. In order to be able to write down our proofs in a concise
way, we restrict ourselves first to tensor product meshes. According to [6] an affine finite
element is called tensor product element, when the transformation of a reference element
T to the element T has the form

I hl,T 0 0 il
T2 | = 0 her O 2o | +0bp,
I3 0 0 hg,T ig

where by € R3. Note that the vertices of a tensor element are located in the corners of
a cuboid with edge lengths hy 1, ho 7 and h3 7. We explain in Subsection how the
results extend to a more general mesh type.
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3.2 Tensor product meshes

Figure 3.1: Reference elements for anisotropic interpolation error estimates

In addition we demand that there is no rapid change in the element sizes, this means, that
the relation

hi ~ h; 1 for all T/ with T N'T" # ()

holds for ¢ = 1,2, 3. Furthermore we define the set

where the set I contains all indices i for which T; N T # () and the projection of T} on the
r1To-plane is the same as the one of T'. With St we denote the smallest triangular prism
that contains Mr. Notice that the height of St is in the order of hz . We further define

S ={(21,22,83) ER*: 0< 81 <1,0<dp <1—41,0 < @3 <1}

as reference patch.
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3 Interpolation of nonsmooth functions

3.3 Quasi-Interpolation operators

We define the Scott-Zhang type interpolant Ej : WP (Q) — Vj, by
(Epu)(z) =Y aipi(x), (3.2)
el

which was originally introduced in [6]. It is [ > 2 for p = 1 and [ > 2/p otherwise,
compare also the forthcoming Remark The set [ is the index set of all nodes, the
functions ¢;, i € I, are nodal basis functions, i.e. ¢;(X;) = 0;; for all i,j € I, where
Xi = (Xi1,Xi2, Xi3) € R3 are the nodes of the finite element mesh. In order to specify
a;, we first introduce the subsets o; C Q by the following properties.

(P1) o; is one-dimensional and parallel to the xs-axis.
(P2) X; € 7

(P3) There exists an edge e of some element 7" such that the projection of e on the z3-axis
coincides with the projection of ;.

(P4) If the projections of any two points X; and X on the z3-axis coincide then so do
the projections of o; and o;.

Note that the properties (P3) and (P4) make sense since we consider tensor product
meshes. Now a; is chosen as the value of the L?(o;)-projection of u in the space of linear
functions over o; C §2 at the node X,

ai = (Qo;u)(Xi)

with
Qoi : LQ(UZ‘) — ,Pl,ai

where Py ,, is the space of polynomials over o; with a degree of at most 1.

We denote by ®g; and ®;; the two one-dimensional linear nodal functions corresponding

H
to 0; = X;Xj, that means

Besides we define Wg; and W;; as the two linear functions, that are biorthogonal to
{®o,i, P1,i},

/ By Vs = 0ps (k1= 0,1). (3.3)

Notice that ®;; depends only on X;3, what means that ®;; = @y ,, if X;3 = X, 3,
k = 0,1. The same is valid for ¥j ;. With this setting we can write the interpolation
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operator Ey as

Bru(w) = 3 (Qou)(Xi)i(2)

iel
= Z |:‘I)071(Xi73)/ u\If(M ds + (I)l,z'(Xi,Ii)/ U\Ill,i d8:| gol(x)
i€l gi Ti
= Z {/ uWo,; ds} vi(x). (3.4)
iel V7
Remark 3.1. Eju is well-defined only for v € WP(Q) with
2 .
[>2 forp=1, [ > 5 otherwise.

This guarantees ul,, € L'(Q2). In the special case that u € Wffﬂ Jw .(§2) the interpolant

Epu is also well-defined since one has the embedding W12’_27T Jo () = WO1 Fr/w=e2 (Q) (see
[113], Theorem 1.3) and 1 +7/w —e > 1.

The disadvantage of Fj, is, that it preserves Dirichlet boundary conditions on I'y; only,
but not on I'g. But this is necessary in order to derive an estimate for the finite element
error for pure Dirichlet problems. In order to be able to treat boundary value problems
with Dirichlet boundary conditions on the whole boundary 02, we introduce the operator
Eq;, as modification of Ej,.

Let J be the index set, which includes the indices of all nodes not belonging to I'p and

Vi, := {vp, € HY(Q) : vp|7 € Py for all T € T},
Von = {vh eV, ’Uh’ag = 0}.

We define Eqy, : W2P(Q) — Vg, as

(Bonu)(z) := Y (Qoyu) (Xi)pila). (3.5)

ieJ

Since @;(z) = 0 for all z € I'g and i € J, the operator Ey, is preserving homogeneous
Dirichlet boundary conditions also on I'g.

In the following we assume
hir < hor < h3r (3.6)

without loss of generality.
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3.4 Local estimates in classical Sobolev spaces

We first recall an approximation result from [6].

Theorem 3.2. Consider an element T' of a tensor product mesh and assume that (3.6)) is
fulfilled. Then the approximation error estimate

u— Bpulyracry < ¢|TIMTVP N BG Dulypinsy (3.7)
lal=1

holds for p € [1,00], q such that W*P(T) — WY4(T) and u € W*P(Sr).

Proof. If one sets [ = 2, m = 1 formula (3.7) is exactly formula (6.6) in Theorem 10 of
[6]. O

Our aim is now to estimate |u — Eopu|y1.q(p) for a function u € W2P(T), p € [1,00], q
such that W2P(T) — WH4(T) and u|r, = 0. With the triangle inequality we get

lu — Eopulwiary < |u— Epulwiar) + |[Epu — Eopulwiar). (3.8)

The first term on the right-hand side is treated in Theorem It remains to find an
estimate for the second term. To this end, we first prove the following auxiliary result.

Lemma 3.3. Let T be an element with TNTg # 0, I the index set of the nodes in T NI
and u a function in WP(St) with St as defined in Section p € [1,00] and with
ulpy, = 0. Then for every i € I and every linear function <i>17¢ with <i>17i|gi = ®1; and
é17i|1"5 = 0 there exists ¢; € R, such that

a « Y < « « ) )
> | (= i) sy <€ Z_: B Dul| o (s (3.9)
<2 |er|=2
Furthermore one has
D D% ulprasyy < ¢ Y hYD ulyrpsy)- (3.10)
<1 or|=1

Proof. Let g be a continuous function with the properties of a norm, i.e.

g(t1, ..., tp) > 0and g((t1,...,t,) =0t =--- =1, =0,
g(At1, .. M) = [ Ng((t1, .- - tn),
gt1 + 71, b+ 1) < gty tn) F9(T1, -, Th).

In Theorem 4.5.1 of [97] it is shown that for such functions and for linear functionals
I1,1a,...,ly that are bounded in W*P(2) and do not vanish simultaneously on a polynomial
with degree less than k besides the zero polynomial, the inequality

[ r—— (g(llu, bou, ..., Inu) + yu\wk,p(m) (3.11)
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is valid. Here N is the number of independent monomials of degree < k — 1.

Now we prove (3.9) and (3.10) for the reference patch Sj. In our case there is N = 4,

what is the number of monomials of degree less than or equal to 1 in three dimensions. We

denote by é; (i = 1,2,3) the three edges of Sy in the z1z2-plane. Then we set [;v := fé, v,

i=1,2,3 and lqv := [ v. For g we choose g(t1,ta,t3,t1) = Zle |ti]. Now we set ¢; such
T

that [ (ﬂ - ciél,i) = 0 and we get
T

3

i = ci®rillwanis,y <c | Y
j=1

/ (ﬂ - Ci(i)l,i)
s

T

/ (ﬁ — Ci(i)l,i)

J

_|_

+ |4 — Ci(i)l,i|W2aP(ST)> .

Since CTJM is linear and él’i’éj =0 (j=1,2,3) we end up with

[ = ¢i®uillwea(s,) < clilwzes,)-

The transformation back to St yields assertion ([3.9)).

In the case of (3.10) we have k = 1 and N = 1. We set ljv = fS~ﬂ{z—0}U ds. Since U
N {z=
vanishes on S N {z = 0} one has 14 = 0 and with (3.11)) this yields

lalwirs,) < clilwries,)-

The transformation back to St results in inequality (3.10]). O

With this result at hand, we are now able to give an estimate of the second term of the
right-hand side of inequality (3.8]).

Theorem 3.4. Consider an element’l’ of a tensor product mesh and assume that condition
(3.6) is fulfilled. Then the error estimate

]thu — Ehu\qu(T) <c ’T‘l/q—l/p Z ha‘Dau‘Wl,p(ST) (3.12)

lal=1

holds if p € [1,00], q is such that W?P(T) — WL4(T), u € W?P?(Sy) and ulFqp, = 0.

Proof. For an element T with T N T = () one has Egpu — Epu = 0 and (3.12) is valid.
For an element 7 with T NT g # () denote by Br the index set of nodes belonging to I'z,
Br:={i:X; ¢ Tnr p}. We treat the derivatives in the different directions separately.
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3 Interpolation of nonsmooth functions

For the estimate of the derivative in x3-direction it follows together with (3.4)) and ({3.3])

|

0
T%(Eh — th)u

0
- Z (Qaiu)aiszOi

La(T) 1€EB1

La(T)

0
. o 8$3
ieBr T La(T)

0
= Z /Gi (u — Ci(I)17i)\11072':| 8751/‘3807' (313)

i€Bp * La (T)

for arbitrary ¢; € R. We use
190l Lo (or) < ol ™

and the trace theorem W2P(S7) < L'(0;), p > 1 in the form

Woll 1o < el 717737 R ID*] oy
|a|<2

to get the estimate

/ (u — Ciq)l,i)\llo,i ds
4

< |[WoillLeo o llu — ci®rill 1oy

< |77 Y D (u — ci®in) || o(sy)s
o <2

where <i>i71 is a linear function with <i>i71|0i = ®; ;. With Lemma we can conclude

< e|T|7VP Y7 b Dl o (sy)-
|a|=2

/ (u — Ciq)l,i)\po,i dS
a;

Taking into account that

< c|T|1/qh§1 forie B

La(T)

9.,
axg (107,

we can continue from equation (3.13)) with

ch(

Lq(T) i€Bp

<c|TMTVP hgt N T R Dl sy
|a|=2

0
—(F), — E
H&xg( 1 — Eon)u

9
0¥

Lq(T)>

/ (u—ci®1,) Vo,
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3.4 Local estimates in classical Sobolev spaces

With condition (3.6) we finally conclude

—_— E — F
Haxg n — Eon)u

< c|TMTVP N R DUl sy (3.14)
La(T) lo]=1

For the estimates concerning the derivatives in zs- and x1-direction we use a technique
developed in [6]. Let us discuss the case of the zo-derivative; the xj-derivative can be
proved by analogy.

First we consider the case that three nodes of T are contained in I'g, that means |Br| = 3.
We denote these nodes with Xy, X; and Xs, where the edge spanned by Xy and X; is
parallel to the zi-axis and the one spanned by Xy and X5 parallel to the xs-axis. Then

one has
2

(Eont — Byu)lr = aipi = (a0 — az)o + az(po + p2) + ar01
i=0
where we have set a; := [ u%q;.
Taking into account that T is a tensor product element, we can conclude

0 0
= d — + = 0.
D5 —p1=0 an 02g (po+p2)=0

This yields

(Eon, — Ep)u = |ag — az|

La(T)

H 0 (3.15)

Oy

‘%0
3%2 0 Lq(T)

Since {$3 : (.%'1,$2,.’L‘3) S 00} = {.’Eg : (1‘1,%2,1’3) S 02} ,\Ifo’o = \11072 and X071 = X2,1 we
get for the first factor

lap — az| =

/ u(Xo,1, Xo0,2,2)Vo,0(2) dZ—/ u(Xo,1, X222, 2)¥o2(2) dz
g0

o2

X2 o
/ ‘1’0,0(2)/ —u(Xo1,y,2) dy dz
g0

Xo,2 Oz

Xo2
/ / u(Xo1,y,2) dy dz
Xo,2
-1 -1 a a Ou
Schl h3 Z h D %
2

o<1
In the last estimate we have used the trace theorem W11(Sy) < LY(Z;) where Z; is the
two-dimensional manifold spanned by o9 and XX in the form

lull iz, < [E T D0 A DYl sy
lal<1

<c H\I’O 0||L°° (o0)

Li(Sr)
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3 Interpolation of nonsmooth functions
With 5
< chy T[4,

‘ 92| oy

obtained by using the inverse inequality, it follows from ([3.15)) with the Holder inequality

H (Eon — En)u < ¢ (hihohg) TV Y " A | D (gu)
Ly(T) laf<1 T2/l (sr)
< C|T’1/q 1/p Z he |l De < 8’&) .
la|<1 Oz2 Lr(S7)
The application of Lemma [3.3] yields
H (Eon — Ep)u <clTMVP N pe| D <‘9“> (3.16)
L(T) o] =1 Oz Lr(St)

since g;‘ =0 on I'g. Let us now consider the case where only two nodes Xy, X7 of T are

contained in I'p, what means |By| = 2. One has

(Eopu — Epu)|r = appo — a1¢1. (3.17)

We have to treat three different cases. First the case that the edge spanned by Xy and X
is parallel to the zo-axis, then the case that it is parallel to the x1-axis and finally the
case that is nor parallel to the x1-axis nor to the xo-axis. We first consider the case that
the edge is parallel to the xs-axis. One can rewrite (3.17) by

(Eon — Epu)|r = (a0 — a1)po + a1(po + #1).
Now one can proceed exactly as in the case with three nodes in I'g and obtain (3.16]).
If the edge spanned by Xy and X; is parallel to the zi-axis one has

0 0
g = —p =0 3.18
8x2 o 8%2 1 ( )
and from (3.17)) one can conclude
0
H(EOh By _o. (3.19)
8.’1}'2 Lq(T)

Consider now the case, where the edge spanned by Xy and X is neither parallel to the
x1-axis nor to the xo-axis. In the case that the remaining nodes Xo, X3 of the tetrahedra
span an edge that is parallel to the xo-axis the nodal functions ¢y and 1 do not depend

on 9 and equation (3.18)) is valid. Equation (3.19)) follows then with (3.17)). If the edge
spanned by Xo and X3 is parallel to the z;-axis a more detailed analysis is necessary.

Therefore we rewrite (3.17) again by

(Eonu — Epu)|r = (ap — a1)po + a1(wo + ¢1).
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3.4 Local estimates in classical Sobolev spaces

A short computation shows that g + 1 = 1 — z3 and, consequently,

0
87:2(600 +¢1) = 0.

With X; = (XZ'71,X1',2,XZ',3), i1 =20,1 and \11070 = \1/071 one can write

lap — a1] =

/ u(Xo,1, Xo,2,2)Vo,0(2) dZ/ w(X1,1,X1,2,2)¥0,1(2) dz
oo

o1

/ [u(Xo, Xo, 2) — u(X11, X1.2,2)] Woo() dz|
o0

The triangle inequality yields

lag — a1] <

/ [w(Xo,1, Xo0,2,2) — u(X1,1, Xo,2,2)] Yoo(z) dz
g0

_l’_

/ [w(X1,1,Xo0,2,2) —w(X1,1,X1,2,2)] Poo(z) dz
a0

Xo1 9
/ ‘1’070(3)/ —u(z, Xo2,2) de dz
oo

X1,1 81171

_l’_

Xo,2 o
Wo0(2) Dee u(X1,1,y,2) dy dz
o0 2

Xi1,2

Now one can proceed as in the case of three nodes in I'g and arrives at

8u au
e (T I
1 3 O; 81‘1 L1(S7) 81?2 L1(Sp)
Since
50 <chy'|TIV9  and by < ho,
83:2 Lq(T)
it follows as in the case of three nodes in T'p (comp. (3.16))
oo | semmpree e lor (28)] 4
8«'1:2 LQ(T) ‘a|:1 81131 LP(ST)
ou
C|T‘1/q—1/17 he ll Do () .
Ia§=:1 972/ || Lo (5

It remains the case where only one node Xy of T is contained in I'g. The difference of
Egyp, and Ej, in T reduces to

(Eonu — Epu)r = agpo.
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3 Interpolation of nonsmooth functions

Since T is a tensor product element one has ¢y = po(x3) and consequently

0 0
T(EOh — Ep)u = |ag|'/1 92, 70 = 0.
T2 La(T) T2 iz
Summarizing all the cases we have shown
0 - o) o
@(EOh_Eh)U ( )g e|T[MTYP N " b Dy sy (3.20)
La(T
lof=1

The proof for an estimate of the error in the xi-derivative is analogous to the xs-case and
one gets

0

H(E()h — Epu < c|TMTVP N R DUl sy (3.21)

La(T) la]=1
With (3.14)), (3.20) and (3.21]) the assertion is shown. O

Theorem 3.5. Consider an element T of a tensor product mesh and assume that (3.6)) is
fulfilled. Then the error estimate

u — Eontlyracry < ¢|[TIMTYP N " hG DUlypingsyy (3.22)

jaf=1

holds for p € [1,00], q such that W?P(T) — Wh4(T), u € W*P(St) and ulzqp, = 0.

0171

Proof. Inequality (3.22) follows with the triangle inequality from (3.7]) and (3.12)). O

3.5 Local estimates in weighted Sobolev spaces

In order to get a global estimate for the interpolation error, it is useful to have an estimate
where certain first derivatives of the interpolant are estimated against first derivatives
of the function u. This additional stability estimate is necessary since we also consider
functions u ¢ H?(T) for elements T with r7 = 0. Thus we prove the following estimate
for functions from weighted Sobolev spaces.

Lemma 3.6. Consider a tensor product element T' and assume that hyt ~ ha 1 < ch3 .
Let p,g € [1,00], 1 —2/p < 3 <2—2/p and B < 1. Then one has for u € WIP(Sp) N
Vg’p(ST) and ulzp, = 0 the estimate

| Eowtulwracry < e T2 58 3 by D%HV;,p(ST). (3.23)
lal=1
Foruwe WYP(Sr)n Wg’p(ST) the estimate
Bl < TP S RHID ol (329
|a|=1

18 valid.
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3.5 Local estimates in weighted Sobolev spaces

Proof. By the triangle inequality, Lemma 11 in [6] with m = 1 and (3.12)) one has

|Eonulwrary < |Epulwior) + [Eont — Epulwiar)
< [TV Y D ulyra sy (3.25)

o<1

The step from |a| <1 to |o| =1 is analogous to the proof of Lemma 11 in [6]. One has
just to substitute (6.13) in that proof by (3.25)), and (3.23)) is shown.
The second inequality can be proved in the following way. Since 5 < 2 — 2/p one has

r—% e LV (St) with 1/p' =1 — 1/p and one can write for v € Wg’p(ST)
e P RN I P (3.26)

Consider now two cylindrical sectors Z1, Zo with radius c1h1 7 and cahy 7 so that Z; C
St C Z>. Since hy 1 ~ he 1 we can conclude

, 1/p cihi,r , 1/p' N 1/p N 1/p
</ r_'Bp> ~ (hB,T/ s +1> ~ (h3,Th%TTBp) ~ (|ST| . h;?)
Z; 0

for ¢ = 1,2. This results in the inequality
P21 o 5y < |STI7 RS (3.27)

The two inequalities (3.26]) and (3.27)) yield the embedding Wg’p (S7) — W2L(Sr)and it
follows u € W21(S7). Therefore one has from Theorem 10 in [6]

1Enullwiacry < ¢TIV Y h§ID ullwr(sy)- (3.28)
la|<1

Notice that the patch St defined in [6] is a subset of St as defined in Section Now we
continue from (3.28]) with

IBvullwracry < |TIV970 7N gD ul gy sy
jal<1 [f/<1

< [TV YS! PR S ST ST R PP DO | sy
lo| <1 |t|<1

~ TR S R ID o,
a<l

and the assertion (3.24)) is shown. O

In the following we prove an interpolation error estimate for functions in Wg’p (T"). This
result is necessary for estimating the finite element error of pure Neumann problems.
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3 Interpolation of nonsmooth functions

Theorem 3.7. Consider an element T' of a tensor product mesh and assume that hy 1 ~
ho 1 < chs 1 is fulfilled. Then the error estimate

v — Eyullwracry < e|T[M9Phi 8> me||D ullyros
ja|=1

s (3.29)

holds for p € [1,00], f € (1 —2/p,1], q such that Wﬁl’p(T) — LYT) and u € Wg’p(T).

Proof. From the triangle inequality we have for an arbitrary function w € W;’p (St)
|u = Epullwiar) < llu—wllwrae) + [[Ep(u — w)|lwiar)- (3.30)

For the first term in this inequality one can conclude with the embedding I/Vﬁ1 P(ST) —
L1(Sr)

lu— wllwragr < llu— wllwragsy)
<7117 hp' I DM@ = @) as,)

[t|<1
1 —t t/~ ~
[t]<1
=c[TIMY "> b PP DO (i — @) | Logs, - (3.31)
[t1<1 |al<1

The application of (3.24)) to u — w yields

| En (= w)llwracry < e[ THPhig S 0 hGID = w)llyns,
<1

<e|TIV0Y 7 Y bt P Dt (@ — @) | as,)- (3.32)

laf<1[t|<1

With (3.30)), (3.31)) and (3.32)) one obtains

lu = Epullyraey < e TSN by 7P DO (i — i) || (s,
o<1 [¢[<1

=c|TIMY " hi| Do — )

[t[<1

lwi(s,) (3.33)

Now we specify w as the function of P;(St), such that

D't —w)=0  Vt:|t| <1,

Sp

32



3.6 Extension to more general meshes

and together with Lemma one can continue from (3.33)) with

”u — Ehuuwl,q(T) <c ‘Tll/q Z h%t’Dtﬁ|Wé’p(5T)

[tI<1
= [TV > byt 7P D s,
[t|<1]al=1
< TP PR g S 0 S 7 h e Dl oy
[tI<1]a|=1
= e[\ S0 B ID ulyn s,
|a|=1
and the assertion (3.29) is shown. O

3.6 Extension to more general meshes

If we consider the special case hi1 ~ he, we can extend our results to more general meshes.
Instead of tensor product elements we introduce as in [6] elements of tensor product type,
that are defined by the transformation

A~

=

T Br 0 1 [ T
2 | = ( 0 “hyr ) Ty |+ br =: B Ty |+ br,
T3 T3 3

where by € R? and By € R2*2 with
|det Br| ~ hip, ||Brll ~hizr, |IBR' ~ hip.

Additionally we introduce a coordinate system 1, T2, Z3 via the transformation

I -1 571 il
hi+Br 0 ~ -
= ) = B
2 ( o 1) v
z3 z3 T3

This transformation maps 7" and St to T and S}. Since

T o 1 ~ hir 0 0 1 ~
To =B 'B o —{—B_le = 0 hl,T 0 o +B_1bT,
T3 @3 0 0 h3,T -%3

the mesh is a tensor product mesh in the coordinate system %1, Zo2, 3. With §T =S5 it

follows from ~ - -
detB~1, [|B|~1, [|B7}~1

that our results extend to meshes of tensor product type.

Remark 3.8. The meshes defined in Subsection [2.3.2] are of tensor product type.
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CHAPTER 4

Finite element error estimates for boundary value problems

One main ingredient of approximation error estimates in optimal control of partial differ-
ential equations are finite element error estimates for the state equation itself. Therefore
we use this chapter to collect a couple of such results for several types of boundary value
problems.

4.1 Scalar elliptic equations in polygonal domains

In this subsection we consider the boundary value problem
Ly =/f inQ, y=0 onI =099, (4.1)
over a bounded, polygonal domain  C R%. The operator L is defined as
Lyy ==V - Ax)Vy +ai(z) - Vy + ao()y

where A € C®(Q,R?*2), a; € C*(Q,R?) and ag € C*(Q). Furthermore, the coefficients
are assumed to satisfy the conditions

mol€)? < ¢TA(x)E V(& x) eREPXQ, mg>0

and )
ag(x)—iv-al(a}) >0 Vo € Q

ensuring ellipticity and coercivity, respectively. Additionally, we require A to be symmetric.

The variational formulation of this problem is given as

Find yeW: as(y,v) = (f)U)LQ(Q) Vv e W (42)
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4 Finite element error estimates for boundary value problems

with the bilinear form as : H'(Q) x H'(Q) — R,
as(y,v) = / AVy - Vv + (a1 - Vy)v + agyv, (4.3)
Q

and Vp := {v € H(Q) : v|spq = 0}. Notice, that existence and uniqueness of a solution of
(4.2) is guaranteed by the Lax-Milgram lemma.

The singularities that are introduced by corners of the domain show local behavior.
Therefore we reduce our considerations for simplicity to one corner with an interior angle
w located at the origin. More general situations can be reduced to this case by introducing
suitable cut-off functions, see, e.g., [80].

4.1.1 Regularity

We consider the regularity properties of the solution of the boundary value problem
. A short summary of relevant facts concerning the regularity of this boundary value
problem is given in [I5, Remark 1], which follows the outline by Séndig in [I15]. In
order to characterize the regularity of the solution y one considers the Dirichlet boundary
value problem for the equation Loy = f in €2, where Ly is the principal part of the
operator Lg with the coefficients evaluated at the corner point (here the origin). Then one
particular eigenvalue of an operator pencil, that is obtained by an integral transformation
of this modified problem, characterizes the regularity of y. It is worth mentioning, that
in consequence the regularity is not influenced by the lower order terms with coefficients
ao and ay. In the following we denote the eigenvalue of interest by A. In case of the
Dirichlet problem for the Laplace operator in a two-dimensional domain and interior angle
w € (m,27) at the reentrant corner, the eigenvalue A is explicitly known, A = 7/w. This
means A € (1/2,1). The more general case of the operator Ly is treated in [104, Chap.
5]. The linear coordinate transformation y; = x1 + dix9, y2 = dexa, with di = —a12/a9
and dy = /aijaz — a3y/as, where a;; (i,j = 1,2) denote the coefficients of A, maps
the differential operator Lso to a multiple of the Laplace operator. Furthermore, the
neighborhood of the corner, a sector with opening w, is transformed in a circular sector
with opening w’. For w € (7, 2m) one has w’ € (7, 27) and therefore one can conclude that
the quantity of interest, A = 7/w’, is also in the general case contained in the interval
(1/2,1). The following lemma specifies the regularity of the solution y.

Lemma 4.1. Let p and § be given real numbers with p € (1,00) and > 2 — X\ —2/p,
where X\ is the particular eigenvalue of the operator pencil associated with Ly as described
above. Moreover, let f be a function in V[g’p(Q). Then the solution of the boundary value

problem ([4.2)) belongs to HE(Q2) N V;’p(Q). Moreover, the inequality

Hy”VﬁZ’p(Q) < C‘|f|’v£vP(Q)

18 valid.
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4.1 Scalar elliptic equations in polygonal domains

Proof. With ImA_ = —\ the assertion follows from Lemmata 1 and 2 of [115]. O

The case p = oo is not included in the previous lemma. We use results of Maz’ya et al.
[79, 0] to prove a regularity result in the space V$ Q).

Lemma 4.2. Let v >2— )\ >0 and f € C%°(Q), o € (0,1). Then the solution of the
boundary value problem (4.2)) belongs to the space V,YQ’OO(Q), and the inequality

1Ylly2.00 0y < €llfll o @)

18 valid.

Proof. In [19], the weighted Holder spaces N éJ(Q) are introduced with the norm

= sup Z pBl=o+lal| pay| | Z sup |(rD%y) (z) — (rP D) (x,)’.

Hy”Ng"(Q) R |z —a'|°

7€ o<t ] =1

In section 8.7.1 of [79] it is shown that for —\ <14 o — 8 < A the regularity result
”yHN[g""(Q) < CHfHN/l;l"(Q)

for the solution y of (4.2]) holds. This means that in the case of [ = 2 one can conclude for
yi=pF—-—0>2-X

r7—2+|a\’Day‘ < CHfHNSfa( Va: |a| <2,

Q)

and therefore

||?JHV37°°(Q) < CHfHNg’U(Q)'

According to [90, section 5] the N[lg’a(Q)—norm is equivalent to

Dy(z) — Dy(z’ o
sup r(x)'B Z | (z) = (=) —i—supr(x)ﬁ =oy(z)|.
z, 2’ €Q |‘T - | z€)

2le—a!|<min{|z]o'|} =1

If one sets [ = 0, this implies with v = 8 — ¢ > 0 the embedding C*7(Q) — Ng’a(ﬂ) and
the assertion is shown. O

4.1.2 Finite element error estimates

Let us first introduce the finite element solution y, of the boundary value problem (4.2)).
To this end, we set Vg, as the space of all piecewise linear and globally continuous functions
in €2, that vanish on the boundary 0,

Vor :={vp € C(Q) :vp|r € Py for all T € T, and v, = 0 on 9N }.
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4 Finite element error estimates for boundary value problems

Then the discretized problem reads as

Find y;, € Vop as(Yn,vn) = (f,on)r2@ Yo € Von. (4.4)

The Lax-Milgram lemma is also applicable in the discrete case and therefore it exists a
unique solution yp, of (4.4). We recall the well-known result for the finite element error in
the H'- and L2-Norm, see [22| 104} [109)].

Theorem 4.3. Let y and yy, be the solution of (4.2) and (4.4), respectively. On a mesh
of type (2.12) with grading parameter p < A the estimate

ly = ynllz2) + Plly — yullar @) < Ch2|y\vgv2(g) < ch®|| £l r2
is valid for B >1— .

The remainder of this subsection is devoted to an L°°-estimate of the finite element error.
As already mentioned in Chapter [I] there were many results on this topic published in the
1970’s. But all of them are not suitable for our setting due to a restriction on quasi-uniform
meshes, strong regularity assumptions on the solution or the domain or missing exact
regularity assumptions on the right-hand side. Therefore we extend these results in the
following theorem. This was originally published in [14]. A mistake in [14, Lemma 2.13] is
corrected in [5].

Theorem 4.4. Lety be the solution of the boundary value problem (4.2)) with a right-hand
side f € C%7(Q), o € (0,1). The finite element error can be estimated by

ly =yl () < eh® AP || fl oo )
on finite element meshes of type (2.12)) with grading parameter p < \/2.

Remark 4.5. A comparison of Theorem and Theorem [4.4] shows that in order to
achieve the proposed approximation rate in L*°({2) a stronger mesh grading is necessary
than in L?(). A mesh is graded if ; < 1. This means that the condition p < 3 yields a
graded mesh not only in the case of a reentrant corner but also for corners with interior
angle beyond a critical angle wy < 7 for which A = 2. For the Laplace operator, where
the eigenvalue X is explicitly known as A = m/w (comp. also the discussion in Subsection
, one has wy = 7/2. Consequently, already convex domains require mesh adaption.

The remainder of this section concerns the proof of Theorem [4.4] For the error analysis
we cover the domain €2 with sectors 2g,. The sectors are centered in the corners of €2
and if necessary also in other points on the boundary 99 such that 9Q C [JQg,. The
radii 7; of Qp, are chosen small enough such that there exist circles/sectors Q R, C
and QRZ- C Q with the same center as Qp, but with radii 1.25r; and 1.57;. We define
Qo :=N\UQ R;- The domains {2g, are chosen such that €2y is an interior subset of 2. In
Fig. an example of such a partition is illustrated. The dotted and the dashed line in
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4.1 Scalar elliptic equations in polygonal domains

Figure 4.1: Partition of 2 in domains Q2g, (left) and of Qg in domains §2; (right)

this figure show domains R, and Q R, respectively. In the following we concentrate on
one corner 4o with an interior angle larger than the critical value wg and assume that it is
located at the origin. We further assume that the sector {1, is centered at this corner
and denote it by g, i.e. we suppress the index ig. For the sake of simplicity we assume
without loss of generality that r;; = 1. We split Qg in subsets €1,

1
Qr=J9
j=1

where Q7 = {z : |z| < d;} and Q; = {z : dj;1 < |z| < d;} for j=1,...,1 —1. We set the
radii dj to d; =279 (j =1,...,I). The largest index I is chosen such that

dp = ch?*, (4.5)
which means I ~ log % Further, we introduce the extended domains
Q; = Qj—l U Qj U Qj+1
with the obvious modification for j = 0 and j = I and in the same way, we define
"ol / /
The subdomain meshsizes in ;, j =1,...,I are denoted by

h; = max hp.
T req;

See also Fig. for an illustration. Notice that the elements in Q;, j =1,...,1 —1 are of
comparable mean size, but the elements of {2; are not, see Lemma
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4 Finite element error estimates for boundary value problems

In the following we prove a couple of lemmas that contain auxiliary results which we need
for the proof of Theorem [£.4 Our roadmap is a follows. First of all, we prove two results
concerning the subdomain meshsizes h; (Lemma and . Later they will be useful
for applying a recursive argumentation. Another necessary tool will be the estimate of the
L*>-norm of functions from V}, in a subdomain against the H'-norm in the corresponding
extended subdomain (Lemma . Then we can go ahead with an estimate for the local
error ||y — yn || pe(q,) subject to the L% and H'-error in the extended domain ', (Lemma
. The H'-part can be estimated with respect to the L?-error in Y, (Lemma .
Finally Lemma Ves an upper bound for ||g — gp|| 2(q,), Where § = ny with a suitable
cut-off function 7. With this auxiliary results at hand the proof of Theorem [4.4] can be
completed.

Lemma 4.6. For the mesh introduced in (2.12) one has in Q;, j=1,...,1 —1 a family
of quasi-uniform meshes with local mesh parameter

2 Lethd M < hj < cohd M j=0...1-1 (4.6)
with constants c1 and ca from . For elements T C Q1 the element size hr satisfies
b < hy < eghd; ™" (4.7)

with constants c¢1 and ca from .

Proof. For T C Q; (j # I) one has dj;+1 < rp < d; and, therefore, clhdjl.jri‘ < hr <
Cthjl-_” . Since dj11 = %dj assertion (4.6)) follows. For an element T' C €7 one has
0 < rp < dj, and therefore according to (2.12)) the inequality cthh < hp < czhd}fu is
valid, what is (4.7)). O

Lemma 4.7. For every fized cg < 1 and o > 0 there exists hg < 1 such that
hid; ! [Inh|* < co
forh<hgandj=1,...,1.
Proof. With Lemma [4.6] it follows
_ 1—p — _
hjd; " [Inh|® < chd;~"d; " |In h|* = chd; " |In h|®

< chd;* |Inh|* < ch (hl/ﬂ—f) NI

< ch® |In h|*.
Since this last value tends to zero as h tends to zero the assertion follows. O

We recall a lemma from [129, Corollary 2.1] and use it for the proof of a variant of Sobolev’s
inequality.
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4.1 Scalar elliptic equations in polygonal domains

Lemma 4.8. Let G C R? be a bounded domain with Lipschitz boundary and t > 1. If
gs > d, A =min{l,s — d/q}, then there exists a constant ¢ such that

1-1/d
M lullaree e + e lullwsa)

lullo) < e (e
holds for any e > 0 and any u € W¥HH(G) N W*(Q).
Lemma 4.9. For every v, € Vi, and every J € {1,...,I} the estimates

lonllzee @,y < elnhg " lonll e,y VT €{1,....1} (4.8)

1/2

lonl o) < €l bl [fon ] a1 (4.9)
are valid.
Proof. The following proof is adapted from the proof of [129, Theorem 3.4]. The modifica-
tion is necessary in order to obtain constants independent of the domains §2;. Moreover,
the union of all triangles T" with T N €y # () is in general a proper superset of Q. By
using the coordinate transformation x +— d;& we map 2y for all J =1,...,1 — 1 to the
same domain 2. Then we apply Lemma withs=1,t=d=2,qg=00,and € = hy
for vy, € V;, and use Poincaré type inequalities on () where we employ that v satisfies

Dirichlet boundary conditions on part of 0{2. So we conclude with the help of standard
scaling arguments

|vnllpe () = ||77h||Loo(Q)
<c (|ln hy|t/? 1onl 1 () + hJHﬁhle,oo(Q))

<e <|lth|1/2 Vo[ , 0 + hJIIWhIILoo(Q)>

(%)
<c (|1n hal'? | Vunll L2a,) + thJ||Vvh||Loo(QJ)> :
The application of the inverse inequality
hllVunl L@,y < IVOrllz2ar)

as well as the fact dy <1 yield the assertion (| . The proof is the same for J = I, only
the reference domain € is another one. Recalling that hp > ¢h!/# for any T, and therefore
Iln hr| < ¢|ln h| we obtain without the need of the scaling argument. O

Lemma 4.10. Fory € Vg’z(QJ) NV (Qy) with B=1—-A4086,y=2—\, = -0,
5,0' > 0 the estimates

Hy — thLoo(QJ S C <h2 ’hl h’ \y[vz,oo Q”) + d}lHy — thLQ Q/ ) fOT J<I— 2, (410)

ly = wnllz(,) < o (A2 B2llglly 200 g ) + MBIy = ynl e, )
for J>1—2 (4.11)

are valid.
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4 Finite element error estimates for boundary value problems

Proof. Let us first consider the case J < I — 2, where one is away from the corner. We
use the estimate

. —1
I = wnllecoyy < (I i Iy = ooy + 450l = wmllzzeny ) (012)

This result follows from Theorem 5.1 in [I16] as shown in the proof of Corollary 5.1 of
that paper, where the authors have already inserted an interpolation error estimate. If
one chooses | = 0, N = 2, p =0, and ¢ = 2 in that corollary, inequality follows
from writing y — yp as y — x — yn + x. For an application of this result to the domains €2
we refer also to [43, Example 10.1]. If one assumes for the Lagrange interpolant Ij, that
yn — Iny admits its maximum in €'} in zo € T, C "7, one can conclude

ly = InyllLee () = |y — Inyllpee ()

< ch? lylwzeo(r,)

< chilylwa~ (1)

22
~ W2y [yl )
o B2g22p—
hd; [Yly2e=(ay)-

Since 2 — 2 — v = \ — 2(% —¢') =28 > 0 this yields

2
|y — IhyHLOO(Q’J) <ch |y|V72’°°(Q/J/)-

Then the assertion (4.10) follows from inequality (3.31]).
Let us now consider the case of J = 1,1 — 1,1 — 2. With the triangle inequality it follows

1y = ynllze@,) < Yllze@,) + lynllLe@,)- (4.13)
We estimate the two terms separately. From the embedding (2.2)) one can conclude
2— A
Hy”LOO(QJ) < cdy WHyHVWQ»N(Q‘,) = Cd]”y“vaw(gj) = ChQ“y|’V3,w(QJ) (4.14)

where we used equation (4.5) in the last step. In order to estimate the second term of
(4.13) we use Lemma and get the inequality

lynll e ) < el b lynll gy < el bl |lyallg @) (4.15)

where we have used hjy < chd}_“ = ch1t2/A0=1) < ¢p2/* in the last step. We use again
the triangle inequality to estimate

lynll ey < Nllavey) + 1Y =yl o) (4.16)
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4.1 Scalar elliptic equations in polygonal domains

In order to estimate the first part of the right-hand side of this inequality we continue
witha=y—-1=1-A
”yHHl(Qf,) ~ HriaravyHm(Q{]) + Hrlf%ailyHm(Q{,)
S HFQHH(Q{,) 17Nyl Lo ey + HT17Q||L2(QQ) HraflyHLoo(Q[,)
= Cd}_aHyHVaLOO(Qi])

A
< cdplyllyze o)

2
<ch HyHV,?’OO(Q{])a

since dy = ch?/*, see ([4.5). With this estimate one has from (#.15) and (4.16)

ol ey < ¢ (bl B2 yllyzoe o) + A1y = yallm o, )

which yields together with (4.13)) and (4.14]) the desired result (4.11)). O

Lemma 4.11. The estimate
ly — ynll i,y <c <||y — Iyl o) + 45 Ny — Iyl + d5 'y — thLQ(Q’J))
1s valid for J=1,...,1.

Proof. The assertion follows from Lemma 7.2 of [I17] by setting D; = Q;, D = €/}, and
p = 0 in that lemma. It follows from Lemma [4.6] and the explanations in Example 4 of
section 9 in [I17] that the result is applicable with our finite element space. Notice that
the proof is only given for L = —A. For an extension to general elliptic operators the
proof has to be modified at two points, where the bilinear form explicitly steps in. After
equation (7.7) in that proof one has to substitute the estimate of thHiDl by

lonll? b, < llwonlip
< cas (vp, w?vp) + c/ (V- (AVw)w)wuvp, 4+ vy (2AVw - V(wvy)) + / viwa - Vw.
Q D\D,

Notice, that in [I17] A is the bilinear form while in our setting as is the bilinear form and A
the coefficient matrix in the operator L. Since A € W*°(Q,R*?) and a1 - Vw|| oo () < C
it follows that

lovnll? b, < Chllonlli p + Cllonllo,o\py llownll? p,
and therefore equation (7.8) in [117]. The second point is after expression (7.10), where
the equation for (wwvp, ) has to be substituted by

(Wup, @) = as(Won, V) = as(vp, W) + / vp (YV - (AVw) + 24Vw - Vi) + 9a; - Vw).
D

Again it follows from the fact A € WH*(Q,R*?) and [la; - Vw| 1=(q) < C that the
argumentation can be completed as for the Laplace operator. O
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4 Finite element error estimates for boundary value problems

Lemma 4.12. Fory € VBQ’Q(QJ) ﬂVf’OO(QJ), B=1-A+6y=2-X\, and u = % -,
5,8' > 0, the estimates

1y = ynllmo,) <c (hdlj’“’5|y|vg,2(9{}) + 1t /Ad?;%“yywmm,jﬁ
d;1||y - yh”ﬂ(g&)) for J<I—2 (4.17)

1y =yl o, <c (h2“y‘|V37W(Q§) +dy'ly - thL2(Qj])) for J=1T-2 (418)

are valid.
Proof. From Lemma we have

ly = vl e,y < e (ly = Dyl + 5 ly = Iyl o) + 45y = wallzager) )

<c <||y — Iyl + 1y = Tnyll ooy + d5 Iy — yh||L2(Q’J)> , (4.19)

where we have used ||y — Iny| r2) < |12y — Ipyll oo (qv) and [€Q)] ~ d?. In the case
J=0,...,] —3 one has y € H*(?}) and it follows for T € ',

ly — Inyll gy < chalyleazr) < ChﬂfﬁHr'sz?JHL?(T)

1—p—
< Chd] . B|y‘vﬁz,2(T),

where we used rp ~ dj for T € Qth and hy = hdy“ . This yields

ly = Inyllm o)) < hdl‘f“_ﬁly\v;vz(gg)- (4.20)

Like in the proof of Lemma the second term on the right-hand side of inequality
(4.19) can be estimated by

2 2-2u—
ly — Ihl/”LW(Q/J) ~ h*d} . ﬁ/’y|v3v°°(Q/J')

_ 9~
< chd;" - hd;" “\y|v$,m(gg)

14+28" /X 22—y—p
< ch AT e o

since hd;“ < hdl_” = chh_%(%_‘sl) = ch2%/X. This last estimate yields together with
estimate (4.20]) and inequality (4.19)) assertion (4.17)).

In the case J = I,I — 1,1 — 2 we distinguish again between elements with rr = 0 and
rp > 0. For elements T with r7 = 0 we write

ly — Iyl gy < Wllarery + 10yl g o). (4.21)
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4.1 Scalar elliptic equations in polygonal domains

For the first term one has, like in the proof of Lemma [4.10| after (4.16]),

1Yl 7y < chzl!y!\vf,w(T).

In order to estimate the second term, we conclude with the inverse inequality, the estimate
[ nyllL(92,) < [yl (0,) and the embedding ([2.2)

11yl ey < b Tyl ey < cllyll peer
< chZ Tyl zoe ) < Rl zoer, (4.22)
since by ~ h'/# and 2 — v = A > 2. The inequalities f yield
|y — Inyll () < Ch?Hvaf»w(T)-
For elements T with r7 > 0 and TN Q; # () we can write
ly = Tyl cry < chrlylazer) < hlyly22 o

which yields
1/2

Z ly — Ihnyql(T) < Ch’y‘vfi(gf])-
T:r7>0ATNQ ;70

With the Holder inequality one can conclude

1/2 1/2
= 2(1-1) | )2, |2 _ 2A—2u—2,.2(2=X)| D2,,|2
Ylvz2 o) </Q r Dy ) (/Q r r22=Y| D2y )

J J

1/2
2A—2u—2 R e
< Whzsa) (/Q ' ) = edr TWlves ) < hlvhzs )

J

Sticking everything together yields
lly — IhyHHl(QJ) < Ch2|y|v,y2’°°(ﬂf])‘ (4.23)

It remains to estimate the second term in (4.19) in the case J = I,1 —1,1 —2. We assume
that the maximum of y — Iy in € is attained in T, C Q. Tt follows

1y — Inyll Lo,y < 1Y — Inyllios(ry < cllyllneor)-
and with the same argumentation as in the lines before inequality (4.14]) one can conclude
2
1y = Inylloe ) < h®llylly 2 gy

This estimate yields together with (4.19) and (4.23) the desired inequality
(@ 13). 0
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4 Finite element error estimates for boundary value problems

We define the function
g =mny (4.24)

where n = 7(r) is a smooth cut-off function with n = 1 in Qg and n = 0 in Q\Qx. The
function ¢ can be seen as solution of a mixed boundary value problem with right-hand side
Ly and Dirichlet conditions on 02 N 92 and Neumann conditions on 9Qg\(9Q2r N 0N).
The Ritz projection of g is denoted by gy, i.e.,

a(§ —Gn,x) =0 Vx € Vj. (4.25)

Notice that Lemmas — are also valid for 7 and 7, since we used only Galerkin
orthogonality and interpolation error estimates in the proofs.

Lemma 4.13. Under the conditions of Lemma and 26’ > & the inequality

431y = ynll 2y < ch® Mkl ((lglly 220 + Iyl 20
1s valid for J=1,...,1.

Proof. For this proof we introduce the abbreviation é := ¢ — ¢, with § and g, from (4.24))
and (4.25)), respecitvely. One has the equality

lelzzn) =  sup (&) (4.26)
PECHC(QR)
=1

HSD”LQ(QR)
For every such function ¢ we consider the boundary value problem

Lv = -V - A(2)Vv —ai(x) - Vo + ao(z)v = (|z| +dr) ¢ in Qp,
v=20 on O NI,
(AVv) -n=0 on 00g\(0r NON),

with its weak formulation
as0p(w,v) = (2] +di)to,w)a, Yw e {w e H (Qr) : w=0 on 9Qr N IN}.
Then one can conclude
(2] +d)~"e @)ag = (€ (2] + d) T 0)ap = as0,(€,0) = a0, (8,0 — Iyv)

SCZHéHHl(Qj)HU—IhUHHl(QJ)- (4.27)
7

We distinguish the two cases J < I —3and J=1,I —1,1—2 and begin with J < I — 3.
Notice, that v € H?(€;) since no singularities occur at corners where Dirichlet and
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4.1 Scalar elliptic equations in polygonal domains

Neumann boundary intersect as long as the interior angle is smaller or equal to 7/2, see
[25]. It follows from standard interpolation theory

v = Tnol3na,y < D v =Tnolligy < ¢ Y B3l < chilvlhs @) (4.28)
TEQJh TGQJh

To estimate the H?-norm on the right-hand side we introduce a smooth cut-off function
ny with ny =1 in Q, ny =0 in Q\Q’) and 1Dl oo (0g) < cd;|a|. It follows
vl < lInvllr2@
<[ = V- A(2)V(nv) + ar1(z)V(nsv) + ao(z)nsv| L2y
< Iy (=V - A(@)Vv + a1(x) Vv + ao(x)v)]| 201
+c||[Vv - A(@) Vs + oV - (A(2)Vny) + VnsA(z) Vo + a1 (2)oVns || 27
< el (= +dr) " el 2y + ed IVl 2 + cd o]l 2 ) (4.29)

where the constants ¢ depend on || Allyi.00(q,), |a1]lze@g) and [aol|pe(qy) but not on J.
Since v admits Dirichlet boundary conditions on parts of 9Q; we can apply the Poincaré
inequality and get

vl L2y < eds|[ Vol 2 o).

Taking |¢[|z2(q,) = 1 into account we can continue from estimate (4.29) with
||UHH2(Q&) < Cd;1 + Cd;lﬂvanQ(Q/J/). (4.30)
This yields together with inequality (4.28])
lo = Invll ) < chad;! (1 + ||VU||L2(Q'J')> :

With this estimate we apply Lemma to the terms of the sum (4.27) and conclude
for J <IT-3

[l 0l = Tnvllm o) < ad3" (1419020 ) lell oy
< chydy" (1+ Vol 2y ) (hdy ™ Iyl 2 g,
h1+25’/>\d2 v— u|y|V200 an + |d;" 6HL2(Q'))
< e (1+ 90l ) (4% Iyl 220+

28" /X 2—v—2
h /d 7 M|y‘v200(ﬂn))

+ chyds (14 10 2 ) 147 e
< ch? (14190l zqar ) (bly2agy + 02yl o)

+ eyt (14 190l ) 14518 g
(4.31)
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4 Finite element error estimates for boundary value problems

sincel——-2u=20—-0>0and2—vy—2u=XA—2u=¢ >0.

Let us now consider the case of J =1,1 — 1,1 — 2. We introduce the domains
Qip={T:TNQ; #0}.
For T € Q) one gets from [16, Proof of Theorem 3.2] the estimate
lo = Tnolla ey < by [olyzagr).
Summing up over all elements yields
v = Invllgre,) < llv = Iavllaia,,) < Ch}]_ﬂ\v\v;ﬂ(g‘]’h) < Chb_ﬁ\vagv2(93)- (4.32)

With a similiar argumentation as in the derivation of (4.29) and an a priori estimate for
boundary value problems in domains with conical points (see [77]) it follows

|U|V§*2(Q{]) < (=l + dl)_l‘Pva’?(Q/J/) + CdEIIIVUHV;ﬂ(Q/J/) + Cd32||v||vﬁ072(99)
~1 1+ —2+4
< cd§ lell L2y + cd; BHVUHL?(Q(;) + cd; 6||UHL2(Q{;)
-1 -1
<edy '+ cd VYl 2

where we used the Poincaré inequality in the last step. This yields together with (4.32])
and the same argumentation as above

v — vl g,y < c (thjl)l_B (1 + |’VU\|L2(Qg)) :
We apply again Lemma to the terms of the sum and arrive at
el @pllv = vl < ¢ (hadg") ™ (14 10l z2a)) 181,
< c[(hsd5) ™7 (1410l 2y ) B2 19lly2o0 g
+ (hadz") 7 (14 190l 20p) 145"l o)
In the following we use the estimate
IVvllz2 () < ¢|lnhl (4.33)

which is shown at the end of this proof. With this estimate and the application of Lemma
4.7 one has for J =1,1—1,1 —2

_ _ NP -
el zr @ llv = Inoll i) < Ch2||va$»°°(Qg) + (thJl [In [/ B)) HdJleuLQ(Q{]) :
(4.34)
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4.1 Scalar elliptic equations in polygonal domains

It follows from (4.26)) and (4.27) with (4.31) and (4.34)

I
(2] + dr) el r2ip < e > lElm@nllv = Invllma,)
=
-3
< e (1 IVl ) (lyzzy + 2 olyze o)
J=1

I-3
+c Z th;l (1 + ”VUHLQ(Q’})) ||djlé”L2(Qf])
J=1

I -
e 30 (Wl + (nods I 0=) ).

J=1-2

1/2
The application of the Cauchy-Schwarz inequality yields with <Z§:31 1) ~ |In h|1/ 2

-3 1/2 -3 1/2
H(‘x’ + dl)iléHI;(QR) < Ch’2 ’lnh’1/2 (Z ‘y|%/2,2(9,,)> + (Z h46 /A‘y’€27w(Q//)>
= 7 J—1 T
I3 1/2
+ ch? (Z |’VU\|%2(Qg)> :

J=1
-3 1/2 -3 1/2
2 46" /X, (2

I 1/2
+c[lmh|!/? (Z hyd; Inh) deléH%%Q{])) + Byl 20 o

! 2(1-5) e
+ ( > (hJCGl “Hh|1/(175)) ||d§15|1%2(93)> :
J

=1-2

With Lemma [£.7) it follows for an arbitrary, but fixed ¢o < 1 and h small enough together
with estimate (4.33]

(2] + dr) el z2(qp) < ch? [kl (Hy”vﬁm(m + B2 g |2 ”yHVﬁ,w(m)

+ Ch?\\y”%m(m + col| (|| + d1)715|’L2(QR)
Since h'/ |In h|1/2 < c for h small one gets

o+ dr) @l 2@ < ch® bl (lglly22q) + Iollyzooy) + coll (2] + dr) el iz
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4 Finite element error estimates for boundary value problems

and therefore
—1s 2 2 2
1(Jz] + )2l 2 < ch? I (IIvaﬂz,a(m + Hynﬁ,w(m)

what proves the assertion.

It remains to prove (4.33). We do this with an idea already used in [3]. We introduce the
abbreviation o(r) := r + dj. It follows

Hv”%il(QR) < cagy(v,v) = 6(0'719077)) = c(p, 0'717))

< cllellrzmllo ™ 0l r2@n) = cllo™ vl 12y (4.35)
In the next step we show
lo™ 0l L2y < e bl o]l g (4.36)

which yiels together with (4.35)) the estimate (4.33). We define

b(r) = - j_fdl +In(r + d).

Then one has
d T

ar (¥(r) —¥(0)) = 027(1")’
With this definition and partial integration one can conclude
w rR w R d
-1,12 _ -2,2 — 2 - _
ool = [ [ o ttrardg= [0 [T L) —vonarag
w o1 R w rR
— [T @0 - s de= [ [ w0 - o) 200,0ardi. (437
0 o Jo

We estimate the last two terms separately. It follows

/OLu [(¢(T) — ¢(O))v2}é{ dp = /Ow (ln(R+ dr) —Indy + R‘d:d] — 1> vZ(R, v)de

< / (In(R +dj) — Indy) v*(R, @) dy
0
< (et ndsl) [* AR < (et i) ol
With help of a trace theorem [34, Theorem 1.6.6] we can continue for i small enough

/0 [((r) = $(0)) v?] g dep < (e + i) [[vl] 2 10l 20

< (e + ndp)) [lo]| o llo ™ vl 2@ 1Vl 1 )

< cmhlllo™ v p2p 10l @) (4.38)
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4.1 Scalar elliptic equations in polygonal domains

where we have used d; ~ h?/* in the last step. In order to prove an estimate for the second
term of the right-hand side of (4.37)) we first prove the auxiliary result

‘W“) (0)' < < (4.39)

We distinguish the cases » > d; and r < dy and begin with r > d;. It is
|¥(0)] = |1+ Indf| < c|lndf| =c|lnh|, (4.40)

o =

+In(R+d)| <c|lnR| (4.41)

R+d;

and therefore

[¥(r) =9 (0)] < 2 max ¥(s) = c[lnhl.

Since 7~ < co~! inequality (4.39) follows. For the case r < d; we use the mean value
theorem and conclude

’1/}(7“) - 1/1(0)’

a(s)?]

< max ‘ |— max
0<s<dj 0<s<dj

As the last function is monotonically increasing in [0, d;] one can estimate

‘1/}(7“);1/1(0)’ <

and inequality (4.39) follows. With the help of this estimate one can conclude for the
second term of the right-hand side in equation (4.37)

/ / ¥(0)) 2v0,vdrde < c|lnh|/ / “Lrvdpudr de

< cmhlllo™ vl r2p 10l (0

_ b
 Ad;

<

SHES

This yields together with (4.38)) and (4.37)) the estimate (4.36]) and the assertion (4.33)
follows. O

Remark 4.14. If one denotes by hj the element size in Q; and by hj» the element size
in € one has

hy~ =hy ~ —hjn.
7 Ghar e~ hy
Therefore in Lemmata and one can substitute {2y by €', and @/, by Q7.

Now we are able to prove Theorem [4.4]
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4 Finite element error estimates for boundary value problems

Proof of Theorem[{.]. First we assume that y — y;, admits its maximum at a point x
which is contained in 2. For all other domains Qr, the argumentation is the same. We
can estimate
1y = ynllzoer) = 19 — ynll Lo @p)

<7 = Gnllzoor) + 190 — ynll e p)- (4.42)

Since
a(fn =y, x) =0 Vx € Valg,

we can write for the second term of the right-hand side of the last inequality with
Theorem 3.1 of [117] and the triangle inequality

15 = nll o) < €A 0 = vall 2,
1/2 ~ o~
< c|lnhl / <Hy - thLz(QR) + [ly — ?JhuLz(sz)) :

/2 At the beginning

1/2

In Theorem 3.1 of [I17] there is the factor h~¢ written instead of |In A

of Section 3 of that paper it is mentioned that one can replace h=¢ by |lnh|/“ as long as
one can prove the Sobolev inequality with this factor as we did in Lemma 4.9, compare
also the corresponding proof in [I17, p. 95]. It follows from Theorem

P R e S T
such that
[ = ynll =) < b b2 | £ 12(0)-
It remains estimate the first term of . From Lemma we have together with
Lemmas and for J =1,I—1,I—2 the estimate

Iy = il < I kP (Ilyza + 1olyame)-
For Qj, J # 1,1 —1,1—2 we conclude from Lemmas and [£.13] the estimate

ly = ynll L= (@) < ch? [kl (”yHVE‘Q(Q) . |’y”V$’°°(Q>> '

The last two inequalities yield together with the a priori estimates of Lemmata and
and the embedding C%7(Q) < L?(Q).

3/2
ly = ynllze(@n) < h® A2 | fllcorq):
For the case z¢ € €y we can conclude from [116, Theorem 5.1]
1y — ynll oo (o) < eIl ly — InyllLe ) + |y — ynllz2@)
< ch? bl || fllcow (@)
where we have used an interpolation estimate
ly — InyllLoe (@) < 0h2||va3m(Q)

as it is shown in the proof of Lemma the a priori estimate of Lemma [£.2] Theorem
and the embedding C%°(Q) — L?(Q). O
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4.2 Scalar elliptic equations in prismatic domains

4.2 Scalar elliptic equations in prismatic domains

In this section we consider the boundary value problem
Ly=f inQ, By=0 onl =09. (4.43)
We analyze two different cases, namely pure Dirichlet boundary conditions, i.e.,
L=-A, B=1d, (4.44)
with variational formulation
Find y € V} : ap(y,v) = (f,v)r2(q) Yo eV (4.45)

where the bilinear form ap : H'(Q) x H*(Q) — R is defined as

/Vy Vo,

and pure Neumann boundary conditions, i.e.,

0
L=-A+1d, B=—. 4.46
+1d, - (4.46)
with variational formulation
Find y € H(Q) : an(y,v) = (f,v)r2(q) Vo € HY(Q) (4.47)

where the bilinear form ay : H*(Q) x H'(2) — R is defined as

aN(y,v)Z/QVvaJr/Qy-v-

Here, Q2 = G x Z C R3 is a domain with boundary 09, where G C R? is a bounded
polygonal domain and Z := (0, 29) C R is an interval. It is assumed that the cross-section
G has only one corner with interior angle w > 7 at the origin; thus €2 has only one “singular
edge” which is part of the zs-axis. Situation with more than one critical edge can be
reduced to this case by a localization argument, see, e.g., [80].

The results of this section are published in [I7] and [I8].

4.2.1 Regularity

There are many publications about the regularity of solutions of elliptic boundary value
problems in domains with edges, especially for the Dirichlet case. Let us first concentrate
on this case. The crucial idea of the investigation of the Dirichlet problem in a prismatic
domain is to reduce it by a real Fourier transformation to a plane problem. Indeed, one
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4 Finite element error estimates for boundary value problems

can show that the regularity of the solution y of is determined by a plane Dirichlet
problem in a cone, which is of the same type as the one described in Section [80, II1.7].
This allows to formulate the following regularity result. Notice, that the result is actually
the same as in Lemma for the two-dimensional setting. We only have substituted the
eigenvalue \ of by 7/w since we consider only the Laplace operator.

Lemma 4.15. Let p and (3 be given real numbers with p € (1,00) and > 2 —7/w —2/p.
Moreover, let f be a function in Vg’p(ﬂ). Then the solution of the boundary value problem

(4.45)) belongs to HE(Q) N V;’p(Q). Moreover, the inequality
HyHV;’p(Q) < CHfHV;’P(Q)

is valid.
Proof. With ImA_ = —7/w the assertion follows from Lemmata 4 and 5 of [115]. O

The drawback of describing the solution in the V; P(Q))-spaces is, that the space H'()
does not belong to the scale of these weighted Sobolev spaces. Particularly, a solution of
the Neumann problem may not be included in H*(Q) N Vol’Z(Q), think e.g. of the function
u = 1. This is the reason why problem is not included in the paper [16], where
the authors demand u € H'(2) N V01’2(Q). A way out is the description of the solution of

(4.47) in the spaces Wg’p(Q)-

In contrast to the Dirichlet case there are not too many publications on regularity results
concerning Neumann problems in domains with edges. Therefore we give a short overview
of the literature concerning this topic and start with the book of Grisvard [63], where
estimates on the solution of the Neumann problem for the Laplace equation and the
Lamé system in Sobolev and Sobolev-Slobodeckii spaces with p = 2 and without weight
are given. Dauge [47] proved regularity results for linear elliptic Neumann problems in
LP Sobolev spaces without weight. Maz’ya and Roflmann obtained regularity results
in weighted Sobolev spaces in a cone for general p. Their result about the Neumann
problem in a dihedron requires additional regularity on the solution, which cannot be
guaranteed in our case. Zaionchkovskii and Solonnikov [I30], Romann [114] and Nazarov
and Plamenevskii [99] proved solvability theorems and regularity results for the Neumann
problem in weighted Sobolev spaces for p = 2. With the results of Zaionchkovskii and
Solonnikov [I30] we obtain the following theorem.

Lemma 4.16. Let u be the solution of (4.47). If f € WB’Q(Q) with 8 >1—m/w, then u

1s contained in the space WEQ(Q) and satisfies the inequality
||yHW§*2(Q) < CHfHngQ(Q)-

Proof. We first consider problem (4.47) in a dihedron D, = {z = (2, 23) : 2/ € K, x5 € R}
where K denotes an angle of the form {2’ = (z1,22) €ER?: 0 <7 < 00, 0 < ¢ < w} in
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4.2 Scalar elliptic equations in prismatic domains

polar coordinates r, ¢. Setting k = 0 in Theorem 5.2 of [130] we can conclude
‘ylwg’Q(Dw) + HyHWL?(Dw) < CHfHngQ(DW)' (4.48)

Since 8 > 0 estimate (4.48]) keeps valid if one substitutes the left-hand side of the
inequality by HyHWZ,Q(D ) Problem (4.47)) can be locally transformed near an edge point
/B w

by a diffeomorphism into a boundary value problem in the dihedron D,. By the use of a
partion of unity method one can fit together the local results to obtain the result for the
domain 2. Details on this technique can be found e.g. in the book of Kufner and Séndig
[80, Section 8. O

Up to know it is not reflected in the regularity results that there is some “additional
smoothness” along the edge for the solution of both, the Dirichlet and the Neumann
problem. In order to exploit this feature, we follow the explanations of Grisvard in [64]
and split the solution of (4.45)) and (4.47)), respectively, in a singular part ys and a regular
part y,. In detail, this means that the solution y can be written for f € LP(2),2 <p < o0
as

Y =Ys+ Yr, (4.49)

where y, € W?P((2) and
Ys = 5(7’)’)/(7“, $3)7’)\@(g0) with A = g

Here &(r) is a smooth cut-off function and () = sin Ay for the Dirichlet boundary
conditions and ©(yp) = cos Ay for the Neumann boundary conditions. The coefficient
function v can be written as a convolution integral,

1 r
y(r,z3) = . /R mﬁxi& —s)ds

where the smoothness of the function ¢ can be characterized in Besov spaces depending
on A. This decomposition allows to formulate the following lemma.

Lemma 4.17. Let y be the solution of (4.45) or (4.47) for a right-hand side f € LP(2),
2 < p < oo. For the singular part ys the inequalities

17503595 || o) + 103398l o) + 1033sll o) < el fllry, 45 =1,2 (4.50)
77 0yl + 7™ Byl ooy < ell fllone),  i=1,2 (4.51)
177 2ysll o) < el fllLeco (4.52)
are valid for
B>2—g—)\ ifl—g<)\§2—2 and
p p p

2
B8=0 if A>2——.
P

95



4 Finite element error estimates for boundary value problems

For the reqular part vy, the estimate

1yrllw2e@) < el fllie) (4.53)

holds.

Proof. In [9 Section 2.1] the assertions (4.50)—(4.52) are proved for the Dirichlet problem.
In order to get the estimates for the Neumann problem one just has to replace sin (%)

by cos (%) in that proof. Expression (4.53) follows from [64, Theorem 6.6]. O

Corollary 4.18. Let y be the solution of (4.45)) and (4.47)) respectively. Then one has

0
phert@ wd || <l

Ox3 3 ’HI(Q)

Proof. Since y € HY(Q2) and u, € H%(Q) with lyrllz22) < el fllz2(q) the assertion follows
from (4.49)) and (4.50). O

Remark 4.19. For the Dirichlet problem the inequalities (4.50)—(4.52)) are also valid for
the regular part y, (see [80]). This is not the case for the Neumann problem since the
regular part needs not to vanish at the edge.

The solution y of the boundary value problem or is not contained in the
space W1H>°(Q). Instead, one has r?Vy € L>°(Q) with a suitable weight 3. A reasonable
attempt to determine an appropriate value for the weight [ is the use of Sobolev embedding
theorems and Lemma Let us quickly recapitulate the argumentation from [127] for
the Dirichlet case.

For a right-hand side f € LP(Q2), p > 3 one has according to (4.51)), (4.52) and Remark
4.19

2
BVy e WHP(Q) for > 2— - A.

The embedding W1P(Q) < L>®(9) yields

rPVy € L(Q) forﬁ>2—§—>\:§—)\.
It turns out that these estimates based on embeddings theorems and regularity results
for finite p are not sharp enough. The informal consideration y ~ r* and consequently
Vy ~ 71 suggests, that one can expect, that a weight 3 > 1 — \ is already large enough.
In fact, the following lemma shows, that this is true for both, Neumann and Dirichlet
boundary conditions. To this end a more involved proof is necessary that uses regularity
results in weighted Holder spaces given by Maz’ya and Rossmann in [91].
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4.2 Scalar elliptic equations in prismatic domains

Lemma 4.20. Let y be the solution of ({4.45) or ([4.47) with a right-hand side f € C%°(Q),
o € (0,1). Then the estimates

177V Y| Lo @) < clfllcoey, B>1—A (4.54)

103yl Lo () < cll fllco.r (o) (4.55)

hold true.

Proof. In order to prove the assertion (4.54)), we use the results from [91 Subsection 5.3].
From Theorem 5.1 and its proof in that paper, one has the a priori estimate

‘|y”03:g(9) < CHch?{:g(Qy (4.56)

In the case of our prismatic domain the norm in C’,ly‘g(Q) that is given in [91] reduces to

(0—l—o+|al)
““”)Hé )

Wt oy = 32 sup(oropata)y =50 (40

o<1 ™€

y=510%y(x1) — 0y(x2)|
’331 _ :L.Q‘krl-a'—(s

2
+Y D sup pu(e) (4.57)

k=1 |a|=l—k, T12€0

19

r(z1) \" 0%y (z1) — 0%y(x2)|

+ sup x v €T v < > .
§l$1—$2|<r(m1)/2p1( 1) PQ( 1) p(:zn) ’1'1 _$2|J

The second term only appears in case of Neumann boundary conditions. Here, [ is
nonnegative integer that serves as differentiability exponent, while 0 < ¢ < 1 is a Holder
exponent. The weights v and § correspond to corner and edge singularities. The functions
p1(x) and po(z) denote the distance of x to the corners, r(z) is the distance of x to the
edge and p(z) = min(p;(x), p2(x)). Further, k; = [0 — o] + 1, where [0 — o] denotes the
greatest integer less or equal to § — 0. The function H is defined as H(t) =t for Dirichlet
boundary conditions and as H(t) = max(¢,0) for Neumann boundary conditions. In the
prismatic domain no corner singularities occur such that we can choose v = ¢ with the
conditions

2-At+o<y<2+0 (4.58)

and v — o # 1 (comp. [91], prior to Theorem 5.1]). Now we can reduce our considerations
concerning the norm in ng(Q) on the first term and |a| = 1. Taking v = § into account,
the relevant part is

r(z)\ HO—1-9)
M= Y sup(on (a7 () 0°y()].

=1 zeQ
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4 Finite element error estimates for boundary value problems

Using inequality (4.58) it follows
y—1—-0>2-A-1=1-X1>0 (4.59)

since A € (%, 1). Therefore H(y—1—0) = v —1—0 in both cases, Dirichlet and Neumann
boundary condition. Now we introduce the domains 1 = {z € Q,p(x) = p1(z)} and
Oy = {x € Q,p(x) = p2(z)}. For every a with |o| = 1, one can write

I @ L «
sup (pa(a)pal) = (D) (o)

> sup (o1 ()pa()) T~ ((”) T jory(a)

€N p(.’L‘)
= sup pa(2) "7 (@) "7 0%y ()
zeEM
> c- sup r(z) 7oy (x)] (4.60)
e

since pa(z) > 3 for x € Q1. Analogously one has

sup (p1()pa(a)) (“"7)) 0%y(@)] > ¢ sup r(z) " (@) (461)
zeN P(x) o z€Qs

The estimates (4.60) and (4.61)) yield

M > [|r"= 7 Vy| Lo (-
This entails for §:=v -0 —1

HTﬁV?/HLOO(Q) < C”yucﬁg(g) < CHf”Cgif/(Q)a B>1-=A, (4.62)

where we have used (4.56]) and (4.59)). In the following lines, we show

C%(Q) < CY3(Q) for vy — o > 0. (4.63)

The first term in the norm definition (4.57)) yields for { = 0

r(z)\ 0=
sup (o)l (S0 ) ) < o supre) Iyt

with the same argumentation as above. The second term vanishes since | — k; < 0. The
third term results in

sup p1(x)? pa2(z)? <
|x1—x2|<r(z1)/2

r(x))” ly(z1) — y(x2)| <

p() |21 — 2|7

c- sup T‘(l‘l)’”y(xl) _y(i2)|
|z1—22|<r(21)/2 |$1 _$2|
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4.2 Scalar elliptic equations in prismatic domains

With v > v—o > 0 these two estimates yield (4.63]). Therefore the assertion (4.54) follows
from (4.62)). According to Lemma one has 93y € W1P(Q2). For p > 3 the Sobolev
embedding W1P(Q) < L>(Q) is valid. Therefore we can conclude

103yl L) < cllOsyllwrr) < cllfllze@) < cllfllcor (o)

what is exactly assertion (4.53]). O

4.2.2 Finite element error estimates

We recall the definition of the discrete spaces V}, and Vjy,

Von = {vn € C(Q) : vp|r € Py for all T € Ty, and vy, = 0 on 90},

Vi, i={vp, € C(Q) s vp|p € Py for all T € Ty},
for admissible triangulations 7}, see page The finite element approximation gy, of the
solution of is given as unique solution of the problem
Find y, € Vo : ap(yn,vn) = (f, vh)Lz(Q) Yoy, € Vo (4.64)
Analogously, we have for the Neumann problem
Find yp € V}, : an (yn,vn) = (f, Uh)LQ(Q) Yoy, € Vi, (4.65)

Notice, that in both cases the Lax-Milgram lemma guarantees existence and uniqueness of
Yh-

The following two theorems provide estimates of the global interpolation error for the
solutions of the boundary value problems (4.45)) and (4.47)) on anisotropic meshes.

Theorem 4.21. Let y be the solution of (4.45) and Eyy, the interpolation operator defined
in (3.5). Then the estimate

ly — Eonylmi(e) < chl[ fllr2) (4.66)

holds if the mesh satisfies (2.13) with p < 7/w.

Proof. The theorem can be proved along the lines of the proof of Theorem 14 of [6]. The
necessary prerequisites are provided here with Lemmata Remark and
estimates and for p = ¢ = 2. For the sake of completeness we sketch the
details here. For estimating the error we distinguish between elements near the edge M
and those away from M. Let us start with the elements 7" with 7N M = (). For those one
knows that y € H?(T) and thus we can use estimate for p =2, ie.,

|y — EOhy‘Hl(T) <c Z h%\Dau]H1(5T). (467)
|a|=1
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4 Finite element error estimates for boundary value problems

Since
rp < dist(Sy, M) + hy 1 ~ dist(Sp, M) + h[dist(Sz, M)]* ~*

it follows for h sufficiently small
rr<c- diSt(ST, M)

With this we can continue from (4.67)) and get

(4.68)
V()LQ(ST)

for any > 1 — m/w. Since u < 7/w, the choice ﬁ =1 — p is admissible and we obtain for
rr > 0 from (2.13) the relation

|y E(]hy‘Hl < c (Z h; T’I“T 8.%1
;%(Sr)

higry? ~hrp P =h (i=1,2).
This yields together with (4.68|)

2

Jdy
ly — Eonylmr(ry < ch (; o

Oy

8.1'3

: (4.69)
VOLQ(ST)

Consider now the elements 7" with T N M # (. With the triangle inequality and the
stability estimate (3.23|) with p = 2 one gets for g € (1 — 7/w, 1)

V3 2(St)

|y — Eonylarry < Yl oy + [ Eonyl (1)

c| STl ey +hig S WDl | - (4.70)
la|=1 la|=1

Taking into account that r < ch;r in T'and 1 — 8 > 0 one obtains

Oy
1Dyl 2(r) < ¢ hi 7 + har
|az=:1 " Z 03 |y02 (1) Oz [|y02(r)
2
oy ' oy
<ch + |5 . (4.71)
<; ox; vi2(T) 0xs V01,2(T)>

In the last step we have used that thﬂ ~ h=B)/ = h for B =1— p and hsr ~ h (comp.

(2.13)). For the second term in (4.70) we get with r® < hiT

_ - dy
% h I D%ylly 12 g, <C< hy +h1§,h' )
7 o%l g Z axz V3 2(St) 7 Oz V3 2(St)
2
dy ‘ dy
<ch — . (4.72)
(2 Oxillyi2(syy 11973y sy
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4.2 Scalar elliptic equations in prismatic domains

Inserting (4.71) and (4.72)) in (4.70) one can see that (4.69) is also valid for elements T

with T'N M # () with full norms instead of seminorms at the right-hand side. Summing
up over all elements one gets

with f =1—p € (1 —7/w,1). Notice that this estimate is possible since only a finite
number (independent of h) of patches S overlap. The application of Lemma and
Lemma for p = 2 proves in view of Remark estimate (|4.66]). O

2

ly — Eonylmi o) < ch (

8:1:Z H 0x3 ||y,

In case of Neumann boundary conditions we cannot prove a global estimate of the
interpolation error in the same way as in Theorem 14 of [6] as we did it in the proof of
Theorem [4.21] The reason is, that the solution y admits a different regularity in this

case (comp. Lemma and Lemma [4.16)) and in particular does not vanish at the edge.
Instead, the results of Theorem [3.7] play a keyrole.

Theorem 4.22. Let y be the solution of (4.47) and E} the interpolation operator defined
in (3.2). Then the estimate

1y = Enyllm @) < chllfllr2e (4.73)

holds if the mesh satisfies (2.13) with pu < 7/w.

Proof. We use the estimates of the local error to get an estimate for the global error.
Therefore we distinguish between elements next to the edge M and elements away from
M. We begin with the elements T with TN M = (). Then y € H?(T) and from it
follows with p = 2

ly = Enyllgr(r) < c Z h Dyl (sp)
or|=1

<c hz T H
(Z t ooz HI(ST))

for all < 1—m/w. For the last estimate we have used Lemma and rp < chs . Since
p < m/w, the choice f = 1 — p is admissible and we obtain from (2.13)) the relation

Wy (St)

O3

hipry” ~ b P = (i =1,2).
Combining this last estimates with the fact that hg 7 ~ h, one arrives at

2
)
Iy = Enyllmry < ¢ ( Z A ) : (4.74)
=1 H'(ST)

81’3

w1

61’1 W2 (Sr)
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4 Finite element error estimates for boundary value problems

For an element T with T'N M # () we can estimate with Theorem [3.7] - 7| for p = g = 2 since

W2(Q) — HY(Q) (see ([2:4))

ly = Eryll 1y < th Thif

81‘2 W (T)

Oy
<ec p(t +h 4.75
(Z &x, ﬁ (T) 3T 83:3 Hl(T)) ( )

2
Oy ' oy

<e h’ |2 , (4.76)

(Z; Ozillwi2) 1103 Hl(T))

where we have used the additional regularity of y in z3-direction (see Corollary ,
7P Scth in (4.75) and =1 — p.
The estimates (4.74) and (4.76]) yield together with the fact that the number of elements
in St is bounded by a constant the inequality

2

Hl(T)) '

Together with the regularlty results from Lemma [4.16] and Corollary [4.18] this proves the
desired estimate . O

9
8.73'1'

9y
8:03

2
ly — Ehy”%rl(Q) = Z ly — Eh@/”%{l(T) < ch? (
i=1

1,2 ‘
TeTh Wy (1)

With the global interpolation error estimates from Theorem and at hand, we
are able to prove the finite element error estimates in the following two theorems with
standard techniques.

Theorem 4.23. Let y be the solution of (4.45) and let yp, be the finite element solution
defined by (4.64). Assume that the mesh fulfills condition (2.13)) with u < w/w. Then the
finite element error can be estimated by

[y — ynlm () < chll fllLe @), (4.77)
ly = ynllz2 () < b®|1fll2@ (4.78)

Proof. Since Vo, C Vj it follows from and - that
a(y — yp,vp) =0 for all v, € Vip,.

Since Eopy € Vo we can conclude

IV(y — yh)”%%ﬂ) <c-aly —yny —yn) =c-aly — yn,y — Eony)
<cIV(y = yn)llrz) - IV — Eony)ll 20

62



4.3 Scalar elliptic equations with nonsmooth coefficients

what results with the interpolation error estimate (4.66)) in

IV = yn)llr2) < cllV(y = Eony)ll2) < chllfllz2 o)

and (4.77)) is shown. For the proof of (4.78)) we use the Aubin-Nitsche trick: Let w € V)
be the solution of

ap(v,w) = (y —yn,v) Vv € Vo
and wy, the corresponding finite element solution. In analogy to (4.77)) one has

(W —wh|g) < chlly — yull2 @

Consequently, this yields

ly — yh”%%g) = ap(y — Yn, w)
= ap(y — Yn, w — wp)
< cly — ynlm@)|w — wrlg (@)

< Ch2||f||L2(Q)||y —ynllz2()-

Division by ||y — yn|lr2(q) yields assertion O

Remark 4.24. In the proof of Theorem [4.23|it was essential that Egny € Vo, for y € V4,
i.e., that the interpolation operator preserves homogeneous boundary conditions. This
was the reason for introducing Fyp in Chapter

Theorem 4.25. Let y be the solution of (4.47) and let yp, be the finite element solution
defined by (4.65). Assume that the mesh fulfills condition (2.13) with u < 7/w. Then the

finite element error can be estimated by

|y — ynle (o <Ch||f||L2(Q)
|y — ynllr2(0) <Ch2”f”L2

Proof. The H'-estimate follows from inequality (4.73)) like the assertion (4.77) in Theorem
4.23| from (4.66)). The application of the Aubin-Nitsche trick yields again the L?-estimate.
U

4.3 Scalar elliptic equations with nonsmooth coefficients

In this section we consider the interface problem for the Laplacian. Such problems arise
from diffusive processes when different materials are involved and therefore the diffusion
coefficient varies and admits discontinuities. In this thesis we do not want to treat
interface problems in the most general setting but we rather want to show that the type
of singularities that occur there can be handled with similar techniques as singularities
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0, 0

Wo w1

w3

Q3

Figure 4.2: Example for subdomains 2; in interface problem

caused by nonsmooth domains. The same type of mesh grading as for elliptic equations
in corner domains leads optimal convergence rates for the finite element error. Later in
Section [5.2.3| we will show that this extends to the corresponding optimal control problem.

We assume that the domain 2 can be partitioned in disjoint, open, polygonal Lipschitz
subdomains ;, 7 = 1,...,n, on which the diffusion coefficient k& has the constant value k;.
Since the singular behaviour is a local phenomenon we restrict our considerations to one
corner located at the origin and assume that no singularities occur at the other corners.
The interior angle of the subdomains §2; at this corner is denoted by wj, see Figure for
an example with n = 3. For n = 1 the state equation reduces to the Poisson equation.
This case is treated in [15]. With y; := y|q,, i = 1,...,n, the interface problem can be
written as

_szyz:f in Qi, ’i:1,...,n,
Yi(r,wi) = yita (r, w;) 1=1,...,n—1,
; - ; ; 4.79
kiayz('ﬁwz) _ ki+1ayl+l(rvwl) i=1,....,n—1, ( )
dp dp
y=20 on 0f).

The variational formulation reads as
Findy e V) : ar(y,v) = (f,v)2(q) Yv eV (4.80)

with bilinear form a; : H'(Q) x HY(Q) — R,
ar(y,v) == / EVy - Vv (4.81)
Q

and Vp := {v € HY(Q) : v|pq = 0}.
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4.3 Scalar elliptic equations with nonsmooth coefficients

4.3.1 Regularity

From the interface condition in (4.79) one can conclude

kigzli!aﬂmaszj + kjaz;bmmaﬂj =0
for two adjacent subdomains €2;, 2; and outward normals to the interface n;, n;. Since
k; # k;j the normal derivatives have a jump discontinuity across the interface. This means
y ¢ H 3/ 2(Q2). Extensive studies on the regularity also for more general settings can
be found in [I00, T06]. As in the case of elliptic equations with corner singularities we
describe the regularity of the solution of in weighted Sobolev spaces. To this end,
we introduce the Sturm-Liouville eigenvalue problem,

—‘I);/(go) = )\2<I>i(g0), (NS (wi_l,wi), 1=1,....n (4.82)

with the boundary and interface conditions

®1(0) = Pp(w) =0 (boundary conditions)
D(wi) =Pip1(w;) i=1,...,n—1 (interface conditions)
ki®(w;) = ki1 P (wi) i=1,...,n—1. (interface conditions)

Lemma 4.26. Let \ be the smallest positive solution of (4.82)), p € (0,00), 8 >2—2/p—A\
and [ € Vg’p(ﬂ). Then there exists a unique solution y € Vg’p(Q) of (4.80) and the

mequality

Hy”vé’p(ﬂ) < C||f||vgm(g)

holds.

Proof. The assertion follows from [L00, Theorem 3.6] where it is proved in a more general
setting in a cone. In Example 2.29, p. 102 of that book is shown that A has to solve the

eigenvalue problem ((4.82)). O

Remark 4.27. According to [I00, Theorem 2.27] the solution of can be decomposed
into a regular part y. € W?P(Q) and a singular part ys, i.e., y = ys + ¥, as long as
f e LP(22). In Example 2.29 of that book the exact form of y, is given such that one can
conclude y; € V;’p (©2). This is also true for more general boundary conditions. Notice,
that as a consequence of the Hardy inequalities . € W*P(Q) implies ¥, € Vé’p (Q),B5>0
in case of homogeneous Dirichlet boundary conditions, see [100, Theorem 1.19].

Remark 4.28. For a numerical evaluation of X\ for different w; and k; we refer to Figure
2.3-2.5 in [I00]. One realizes that A < 1/2 is possible in contrast to the case of corner
singularities of elliptic problems (comp. Subsection |4.1.1)).
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4 Finite element error estimates for boundary value problems

4.3.2 Finite element error estimates

We discretize the boundary value problem (4.80) by a finite element scheme. With an
admissible triangulation 7y, see page [16], and

Vo = {vn € C(Q) : vp|p € Py for all T € Ty, and v, = 0 on 00} (4.83)
the discretized problem is formulated as
Find y5, € Vop ar(yn,vn) = (f,vn)r2@)  Von € Von. (4.84)

We assume that the underlying triangulation 7y is aligned with the partition of €2, i.e.,
the boundary 9€; is made up of edges of triangles in T},.

There are many papers around concerning finite element error estimates for interface
problems. Let us mention here at least the early works of Babuska [21], Baker [24] and
King [76]. Different treatments of smooth interfaces were studied e.g. in [26] and [33].

Theorem 4.29. Let y and yp, be the solution of (4.80) and (4.84), respectively. On a
mesh of type (2.12)) with grading parameter p < X\ the estimate

ly = ynllz2) + Plly — yrllar @) < Ch2|y|y§2(g) < ch®|| £l 2

1s valid for B > 1 — A.

Proof. According to Lemma one has y € V§’2(Q) for B > 1— A. An estimate of the

interpolation error for functions of V;’Q(Q) can be proved by standard arguments using the
piecewise linear Lagrange interpolant, see, e.g.,[22]. By Céa’s Lemma this yields directly
the H'-estimate. The L?-estimate follows by the Aubin-Nitsche method. O

4.4 Stokes equations in nonsmooth domains

The aim of this section is to prove finite element error estimates for the Stokes equations
in nonsmooth domains. To this end we first consider a rather general situation and prove
error bounds under certain assumptions on the regularity of the solution and for discrete
approximation spaces that fulfill some reasonable conditions. In the subsections and
we apply these results for particular domains and approximation spaces.

4.4.1 General situation

We consider the boundary value problem
—Av+Vqg=f in Q,
V.ov=0 in Q, (4.85)
v=20 on I' = 99.
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4.4 Stokes equations in nonsmooth domains

Here, § is a bounded subset of RY, d = 2,3 with boundary 9. These equations, also
known as Stokes equations, describe the flow of an incompressible and viscous fluid in
a d—dimensional body. We call v : Q — R? welocity field and ¢ : Q — R pressure. The
pressure is determined by only up to an additive constant. Therefore one usually
considers a normalized solution, i.e. the condition

fyo=r
Q

The variational formulation is given as the saddle point problem

is satisfied.

Find (v,q) € X x M :
a(v,p)+b(p,q) = (f,p)  YeeX (4.86)
b(v,) =0 Ve M

with the bilinear forms a: X x X — R and b: X x M — R defined as

d
a(v, ¢) :=Z/ Vv - Ve and  b(p,q) :Z—/qV'so,
=179 Q
and the spaces
X:{UG(Hl(Q))dZ’U’aQ:O} and M—{qeLQ(Q):/q—O}.
Q

Notice, that the problem (4.86) admits a unique solution (v,q) € X x M, see e.g. [61, Th.
1.5.1).

As we have seen for scalar elliptic equations, it is convenient to describe the regularity of the
solution in weighted Sobolev spaces as soon as one likes to include nonconvex domains 2.
Since we may consider problems with corner- or edge-singularities, we introduce the general
weighted Sobolev spaces HZj(Q)d, k =1,2. The corresponding norm is defined as

1/2
HUHHf,(Q)d = Z HwaDa'UH%Q(Q)d

| <k

where w, is a suitable positive weight depending on the concrete problem under consider-
ation. Later in our particular examples, this weight will be determined by the distance
to the singular points. In order to stay in a more general setting, we do not specify the
weights for the moment and state the following assumption.

Assumption FE1. For the solution of the Stokes problem one has for a sufficiently
smooth right-hand side f
(v,9) € HZ, ()7 x HL,(Q)

with suitable weights wi and ws.
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4 Finite element error estimates for boundary value problems

Since we like to have a continuous velocity field, we formulate the next assumption.

Assumption FE2. The embedding H2(Q2) — C(Q) holds.

For the numerical solution of the saddle point problem we choose a velocity approx-
imation space X} and a pressure approximation space M} each consisting of piecewise
polynomial functions, such that M, C M but not necessarily X;, C X. Additionally we
assume

X € {op € LA : vp|r € HY(T)A VT € Tp,).

Since the velocity space X may not include the discrete velocity space Xj, we define the
approximate solution of (4.86|) by using the weaker bilinear forms ay : Xp, x X;, — R and
by, : X, x My, — R with

n(on,on) == Z/Vvhz Voni and  bu(pn,pn) i=— Y /phV ¢n- (4.87)

TeT, i=1 TeTh

Here, the i-th component of the vectors vy, and ¢y, is denoted by vy, ; and ¢y, ;, respectively.
The bilinear form ay(-,-) induces a broken H'(Q)-norm by || - || x, := an(-,-)*/2. With this
definitions at hand we can formulate the finite element approximation by
Find (vp,qn) € X x M}, such that
an(Vn, on) + bn(en, an) = (fion)  Ven € Xp, (4.88)
br(vn,¥n) =0 Vb, € Mp,. (4.89)

In the following we formulate a couple of assumptions that will together with Assumptions
FHI| and FH2| be sufficient to prove finite element error estimates.

Assumption FE3. There exist interpolation operators i¥ : H2(Q2)?N X — X, N X and
i+ HL() N M — M, such that for the solution (v,q) € X x M of the Stokes problem
(4.86]) the interpolation properties

(i) llv —dpvllx, < chllvllpz@) < bl fll2 @
(i) [l = jvllLeo(o) < C||f”L2(Q
(i) llg —inall o) < chllallmy) < chllfllp2)
hold.

Assumption FE4. There exists a p satisfying

p<oo ifd=2,

4.
p<6 ifd=3, (4.90)

such that the inverse estimate

lenllee@) < ch Hienllry — Von € X

is valid.
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4.4 Stokes equations in nonsmooth domains

Assumption FE5. A consistency error estimate holds for the space Xy,

lan (v, on) + ba(n, @) = (Fron)l < chllonllx, 1Lz Y(fren) € L2(92) X Xa.
where (v,q) € X x M is the solution of the Stokes problem (4.86)).

Assumption FE6. The pair (X}, Mj) fulfills the uniform discrete inf-sup-condition, i.e.
there exists a positive constant 8 independent of h such that

b
inf sup —Pmtn)
YhEMp e X, lenllx [14nll ar

> B.

Theorem 4.30. Assume that Assumptions F through FE@ hold. Let (v,q) be the
solution of (4.86)) and let (vn,qn) be the finite element solution defined by (4.88)—(4.89)).

Then the approximation error can be estimated by

g — anllz2) + lv — vnllx, < chllfllL2q)e (4.91)
[0 — vl L2yt < b fll L2y (4.92)
v —vnllLr)e < chllfllr2ye for p satisfying (4.90) (4.93)
v —vnllLoo(ya < el fll 2¢a)e (4.94)

Proof. From [35], Proposition I1.2.16] one has

- - <c inf |jv— inf |lg —
v =villx, + llg = all ooy S o int flo = gullx, +c inf o=l

) b ) - )
te sup lan(v, ) + br(on, q) — (f,vn)]
PhEXp ”Soh”Xh

Then estimate (4.91) can be concluded from Assumptions F and F

In order to prove the L2-error estimate (4.92) we apply a non-conforming version of the
Aubin-Nitsche method. Therefore we consider for g € L*(Q)? the solution (¢,,1,) €
(HE ()4 H2(2)?) x (L2(2) N HL(Q)) of the saddle-point problem

a(p, pg) = blp,tg) = (9,0) Vo€ X
b(ipg, 1) = 0 Vip € M. (4.95)

We introduce for (¢, q,v) € X x M x X the abbreviations

dl,h(§0> Q7U) = ah(QO,U) + bh(va Q) - (f?v)a
dl,h(@aqav) = ah(v,gp) - bh(”a‘]) - (g,v).
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4 Finite element error estimates for boundary value problems

Then one has for ¢, € Xp and ¥, € My,

an(v = Vn, ©g — Pn) — bn(v — vp, Yy — u) + bn(wy — Pn:q — qn)
- dLh(Uv q,¥Yg — @h) - d2,h(Sng ¢gv v — Uh)

= —ap(v — vn, n) + bp(v — vp, ) — bn(wg — Pn, qn)—

an(v, ¢g) + an(v, on) + (f, 0g — pn) + (g, v — vn)
an(Vh, n) — (f,on) — an(v,4) + (f, 0g)—

br(pg — ©n,qn) — bu(v — vp, ¥n) + (g,v — vp)
= —bn(pn, qn) + bn(wg, @) — br(wg — Pn, qn) + br(v — va, Pn) + (g,v — vn)
= —bn(g; qn) — bua(vn, ¥n) + bn(v,¥n) + (g,v — vp)
= (9,v—un)

In the last two steps we have used (4.95)) and (4.89)), respectively. Furthermore, one has
bn(v, 1) = 0 since M}, C M. Now we can continue with

g,V — Up
v —vnlp2@e = sup (g.v = on)
0#£g€L2(Q)d ||9||L2(Q)d

< sup ||9||Z§(Q)d (lan(v — vhs pg — @n)| + |bn(v — Vhs thg — Pn)|+
0£geL?(Q)¢
+ 1bn(eg — ©na — an)| + 1din (v, q, g — @n)| + [d2,n (g, g, v — vp)]) -
(4.96)

We estimate these terms separately. For the first term we set ¢, = i} g4, where 4} is the
interpolation operator of Assumption FH3| This yields

|an(v = vn, g = ipg)| < cllv = vnllx, llpg = thegllx,
< ch?| £l 2 (allgll 2 (- (4.97)

To estimate the second term we set ¢y, = i} 1, with the operator i} of Assumption F
Then one has

[br (v — vn, g — ipg)| < [lv = vnllx, 199 — ih0l L2(0)
< h®|| fll p2allgll L2 q)e- (4.98)

where we have used (4.91)) and Assumption FHJ| (ii). The third term can be estimated by

br (g — ih0g: 4 — an)| < llpg — ihepgllx,lla — QhHL2(Q)
< ch?|| fll z2allgll L2y (4.99)

where we used the properties of ¢; given in Assumption F and the L2-error estimate for
q in (4.91). Since ¢4 — i}, € X there holds for the fourth term

di,n(v, 4, 09 — ihog) = an(v, og — il g) + bu(pg — iheg, a) — (f, g — inpg) = 0. (4.100)
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4.4 Stokes equations in nonsmooth domains

Finally, the fifth term yields
|da,1(pgs g, v — )| = |an(pgs v — vn) + br(v — va, Yg) — (g, v — vp)|
< |ah(80g7 v = Z}ULU) + bh(v - izv7 T/Jg) - (97 v = Z}UL/U)‘
+ lan(@g, ipv — vn) + bp(iv — vn, ¥g) + (g, 450 — vp)|. (4.101)
Since v — ijv € X we can conclude like above
|an(pg, v —ijv) + ba(v — ijv, tbg) — (9, v — i) = 0. (4.102)
The consistency error estimate of Assumption FHJ| entails
|an(@g, ipv — vn) + bn(ihv — v, thg) + (9,850 — vn)| < chlliho — vnllx, gl L2 (). (4.103)
With equations (4.102) and (4.103)) we can continue from (4.101)) with
|dn(pg; g, v —vn)| < chllihv — vallx, |9l L2 (o)
< ch(llv —onllx, + [lv = ihollx, ) gl L2 e
< ch®|| fll p2@allgll L2y
where we have used again (4.91) and Assumption FH3| (i). This last estimate implies
together with (4.96[)—(4.100) the assertion (4.92]).
Estimate (4.93)) follows directly from inequality (4.91)) by the embedding H'(Q) — LP(f)
for p satisfying (4.90)).
In order to prove inequality (4.94), we can conclude from the triangle inequality and
Assumptions FH3| and FE4|
[v = vnlpeo(ye < llv = ihvll oo (@ya + lon — ihv|[ oo ()a
< |l fll 2y + b Hlvn = ipvll Loy
< el fllzaqays +eh™ (o = vnllzagays + o — ifoll ) (4104
for a certain p satisfying (4.90). Since H*(Q) — LP(f) for such a p one can conclude from
Assumption FH3)| (i)
[0 — vl Loy < chllfllL2(9ya-
With this estimate we can continue from (4.104]) and get together with inequality (4.93))
the desired result (4.94)). O

4.4.2 Stokes equations in polygonal domains

We consider the Stokes system (4.85)),

—Av+Vqg=f in Q,
Vov=0  inQ, (4.105)
v=20 on I' = 90
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4 Finite element error estimates for boundary value problems

Here, Q is a bounded, polygonal subset of R?. Again, we restrict our considerations to
the case of only one reentrant corner in the domain located at the origin. More general
settings can be reduced to this situation by a localization argument.

4.4.2.1 Regularity

According to the results of [46] the vertex singularity of the solution (v, q) of (4.105)) is
related to a pole A of the inverse of an operator, which results from writing the Stokes system
in spherical coordinates centered at the vertex and applying an integral transformation.
It turns out that A is the smallest positive solution of a certain eigenvalue problem. We

specify this in the following lemma.

Lemma 4.31. Assume that f € LP(Q)%, 2 < p < co and let A > 0 be the smallest positive
solution of

sin(A\w) = —Asinw, (4.106)

where w is the interior angle at the corner. Then the solution (v,q) € X x M of the Stokes

problem satisfies
v EVIP(Q)? and g € VI(Q) VA>2—A— ;
and the a priori estimate
lolly2qaye + a2y < el oo

holds.

Proof. The assertion follows from [79, Theorem 5.8.1]. If one sets @ = w and £ = Aw in
that theorem, one directly admits the desired regularity result. O

Remark 4.32. The smallest positive solution A of (4.106| satisfies

1 T
P
2< <w,

see e.g. [46].

Remark 4.33. In the setting of (4.105)) the spaces V;’Q(Q) play the role of the general
spaces HY(Q). With wiq = wae = r#~#+% Assumption F is satisfied.
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4.4 Stokes equations in nonsmooth domains

4.4.2.2 Finite element error estimate

Now we concentrate on error estimates for the finite element approximation (v, qp) as
introduced in f for the particular setting of this subsection. In order to
counteract the corner singularity at the origin, we discretize the domain 2 by a family of
graded triangulations as introduced in Subsection We require the grading parameter
i to satisfy p < A. With this grading parameter at hand, we are able to prove Assumption
FE2 for this situation.

Proof of Assumption FHJ. Since p < Aitis 1—pu > 1— X and it follows from Lemma [4.31
with 8 =1 — p that (v,q) € Vf;zu(Q) X Vlzflﬂ(Q) This means Assumption F is satisfied
due to the embedding

V() = Vo 1T2(Q) < Q) < O(Q). (4.107)

The first embedding is proved in [I13], Lemma 1.2]. The second one follows directly
from the definition of the spaces. The last embedding is a conclusion from the Sobolev
embedding theorem. O

In the following we give examples of pairs of spaces (Xj, M},) that satisfy the Assumptions

FH3| through FEg|

Conforming elements We first concentrate on the case X; € X and M, € M. An
overview can be found e.g. in [61].

a) Bernardi-Raugel-Fortin element

Xy = {vn € HY(Q)? :vplr € P VT € Th}
My, = {qn € L§(Q) : qulr € Po VT € Tp}

where 'Pf_ = P12 D Span{nl/\Q)\g, N2A3A1, n3)\1)\2}
b) (P2, Po)

¢) Mini-element

Xy = {vh S H&(Q)2 ZUh|T S 'Pf VT € 771}
M;, = {qh S C(Q) N Lg(Q) : qh]T e P VT € 77L}

where P;” = [P? @ span{A\1 Aa)3}]?
d) Taylor-Hood element (Pj, Pr—1), k > 2

We check Assumptions FE3| through FEF| for these cases and summarize the error estimate
in Lemma [4.34

Proof of Assumption FL@. We use as interpolation operator 47 the standard Lagrange
interpolant I. This is possible due to the fact that piecewise linear and continuous
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4 Finite element error estimates for boundary value problems

functions are contained in the space Xj;. Although the proof of (i) follows by standard
arguments, we sketch it here. We write

IV = In0) 320y = D V(0 = 1n0) 3207
TeTh

In case of r7 > 0 we can use the H?-regularity in 7' and conclude

IV (v— Ihv)H 21y < chT|v\ 21y < chTr |u]2 22
L2( H2( T (T)"

With 8 =1 — u one has from (2.12)) the equality hQTr;% = chQT;_QM T2+2“ ch?. This
yields
2 20,12
IV — o)y < ehPlul? s

For rp = 0 we use the triangle inequality to estimate

1900 = 1) 22y < e (V01200 + IV T0) By
We estimate an the two terms separately. For the first term we get

IV0lacry = [P r5 10l ey < e 00l gy < el ol g,

The second term can be estimated using a inverse inequality and the embedding

VEH(Q) < L=(Q),

IV Il 2y < ch | Tnvll 2oy
< cthwTrl/2|uhvuL2m
< T T2
-1 1/2
< chyp T / ||U||V52’2(TA)

1—
< chy, BHUHV;,Q(T).

1-(1—p)
According to ( one can conclude for § =1 — u the equation h —h = hy " =ch
and therefore

V(0 = 1) ey < ol g,

in the case r7 = 0. Summing up over all elements yields finally

IV (v = Inv) | 20 < chllu}: 22 o) < Nlif e

where we have used the a priori estimate of Lemma with 8 =1—pu > 1—A. This
proves (i).
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4.4 Stokes equations in nonsmooth domains

For the proof of estimate (ii) we distinguish again between elements with rp = 0 and
rr > 0. In the case of rr = 0 we start with the triangle inequality and get

o = Invl ooy < lolloe iy + 10l ooy (4.108)
For the first term of the right-hand side it follows
N N 1—
||UHL°°(T) < ||'UHL00(T) < CHUHVBQ»Z(T) < hp 6||UHVB2»2(T)-

Since ||[I5v]|oo() < [|[v]|Loo(r) this estimate is also valid for the second term. With the
same argumentation as above inequality (4.108)) yields with 5 =1 — p for elements with
rr = 0

o = Dol ey < chllellya (4.109)
For 77 > 0 we use again the H2-regularity in 7" and conclude
[0 = Iyl poo(ry < b T2 0] o (ry = el gzry
< chr;_“]v|H2(T) < Ch’”‘vfi@) (4.110)

If one denotes by T™* the element where v — I v attaines its maximum, one can follow from
inequalities (4.109) and (4.110) together with the a priori estimate of Lemma [4.31]

Il = Invlloe (o) = llv = Invll ooy < chljvllyzz guy < chllvllyzz o) < chll fllr2)-

This is assumption (ii).

For iﬁ we choose the L2(Q)-projection in the space of piecewise constant functions. Then
(iii) can be proved similarly to (i). O

Proof of Assumption FHJ. For ¢}, € X}, one has
lenllLoe(ry = 18l oo 7y < Cll@nll oy = o TI7Y7) | onll 1o ().

We choose the smallest element size hy = hY* and p > % This yields

_2 _
lenllzoery < ch”™ o llonllLoery < ch™ lonllLo(r),
what proves the assertion. ]

Proof of Assumption FE@ Since the discretizations a)—d) are all conforming the
consistency error estimate is trivially satisfied. O

Proof of Assumption FHEl For the proof of the inf-sup-condition for the above element
pairs we refer to [61]. O

Lemma 4.34. The finite element solution of (4.105)) satisfies the estimates of Theorem

for the element pairs described in a)—-d) on finite element meshes of type (2.12|) with
grading parameter [ < .
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4 Finite element error estimates for boundary value problems

Nonconforming element In this paragraph we investigate a discretization X} of the
velocity space X with X, ¢ X, namely the Crouzeix-Raviart finite element space,

X, = {vh € L*(Q)? : w7 € (P1)? VT,/ [on]E =0 VE} (4.111)
E
where E denotes an edge of an element and [vj,]p means the jump of v;, on the edge E,

lim (vp(z + ang) — vp(z —ang))  for an interior edge E,
[on ()] := Qo0

vp () for a boundary edge E.

Here ng is the outer normal of E. For the approximation of the pressure we use piecewise
constant functions, this means

My, = {qh € L*(Q) : qulr € Po VT,/ an = o} : (4.112)
Q

Since Assumptions FHI| and FHE2] are checked in Subsection and at the beginning
of this subsection it remains to check the Assumptions FHE3| through FHG|

Proof of Assumptions FH3-FHJj. The proofs of these Assumptions are exactly the same
as for the conforming elements a)—d). O

Proof of Assumption FE@ In the following we choose p > 1/2. According to Remark
there exist values for p with 1/2 < u < A. For the proof of the consistency error
estimate we follow the ideas of [32), ITII.1], where the assertion is proved for quasi-uniform
meshes and the Poisson equation in convex domains. For ¢; € X} we can compute

Z(/V-vVgohdx—/qV-gohda:—/f(phda;)
T T T T

Z( Gnv-cphds—/Av<phda:+/Vq-<phdx
T or T T

+/ qgoh-nds—/fgohda:)‘
oT T

Onv - pp ds / qpn - nds
;/6T ; or

lan (v, on) + br(en. q) — (f, en)| =

< + . (4.113)

In the last step we have used —Av + Vg = f in H~}(Q) and the triangle inequality. We
estimate the two terms in separately. In the first term every inner edge occurs
two times, but with different signs of the normal derivatives. Therefore the value is not
changing, if one adds the constant o, (E) := 1/|E| [, ¢p dz on every edge E. This yields
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4.4 Stokes equations in nonsmooth domains

with the Lagrange interpolant [j,

Z/ v - @hdS—ZZ/av wh—sﬁh(E))d

T EeoT

—2323/31”4W (%—wﬁm)m.

T Ee€0T

In the last step we utilized the fact that fE (goh —on(E )) ds = 0 and that 0,Iyv is
constant. With the Cauchy-Schwarz inequality we end up with

Z / v onds <3 S V(0 — L)l gz llon — on(E) gy (4.114)

T EeoT

For estimating the right-hand side of we distinguish elements at the corner and
those far from the corner. Let us first consider elements T' with 7 > 0. Since v € H?(T)
we can conclude with the embedding H*(Q2) < L?(99Q) (comp. Theorem and the
Bramble-Hilbert-Lemma

V(0 - < cflo — Io|f} < ol iz

)||L2 (9T H2 T)2

Transformation on T yields
2 2
V(v — IhU)HLQ(E)2 < ChTMH?(T)Q'
With the same argumentation one can conclude

ln — ‘Ph( )HL?(E)? < ChT|<Ph‘H1 (4.115)

These two estimates yield with (2.12))

2—2
IV (0 = Tn0) 32y llon — on(E) 132y < b1 2 032 2 |on i oy
< ChQ‘U’%/IQ_,Q#(T)Q|90h|12L11(T)2. (4.116)

Now we consider elements 7' with 77 = 0. The embedding H*(Q) — L?*(0Q) for u > 1/2
(comp. Theorem [2.14]) results in

—-1/2

IV (v = In0) || L2y2 < chyt - |EIM2I[V (0 = T0) | o ye < chp " llo = T0[| iy

The embedding V12_’2M(Q) — H#(Q) (comp. ([4.107)) and the boundedness of the nodal
interpolation operator I result in

HV(U - Ihv)HLz )2 < Ch 1/2 < Ch/;;lﬂHv

H“”Vfi@)? ”Vfi(T)?'
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4 Finite element error estimates for boundary value problems

Like above one has

len — en(E) )HL2(E)2 < ChT"Ph’Hl(T 25 (4.117)
such that we can conclude for elements T" with rp = 0 with (

IV (v = I0) || 2(my2llon — on(E) |2 (m)2 < ChHUHfoM(T)z\@h\Hl(T)Z- (4.118)

Summing up over all elements we get from (4.114]), (4.116]) and (4.118]) the estimate

Z/ Opv - pp ds
7 Jor

for the first term of the right-hand side of (4.113)). For the second term of (4.113]) we
proceed very similar. With the L?-projection @ in the space of piecewise constant
functions,

< chllvllyz2 gplienllx, (4.119)

1
Qnq(z) = / gde forxzeT,
IT| Jr

we can write with the same argumentation as above

Z/ qpn - nds

For elements T' with 7 > 0 the embedding H(Q) < L?(9€2) (comp. Theorem [2.14))
yields together with the Bramble-Hilbert-Lemma and (2.12)

<N g — @Qudllzam) len — (Bl 12e (4.120)

T EedT

lg — Qnall 7z < chrlalf )
Taking and ([2.12) into account it follows
la — Qnallz2(m)llon — on(E) NrzEye < Ch2 M‘q|H1(T)”90hHH1
< Ch|Q\V11i(T)||90h||H1(T)2- (4.121)

For elements T" with 77 = 0 we use the embedding H*(Q) < L?(0€) and the boundedness
of @y, to conclude

lg — Qrall 2 <C\E!1/2HQ—QQHL2 < chy

The embedding Vll_’Qu(Q) — HH(Q) (comp. (4.107))) yields

1/2
[ G0 £oe

—1/2
la = Quallzaqey < chif*lallypz gy < W5 lallae o)

Together with (4.117)) and (2.12)) we end up with

la = Quall ey llon — onENlzaqipe < cllallye o lenllerye
= chllallyz2 gyl onllir oy (4.122)
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4.4 Stokes equations in nonsmooth domains

If one sums up over all elements one obtains with the estimates (4.120) — (4.122)

Z/ qpn - nds
T Jor

The estimates (4.113)), (4.119)) and (4.123]) prove together with the regularity results in
Lemma [4.31] the assertion. O

< Ch”qHVf;QH(Q)HSDhHXh- (4.123)

Proof of Assumption FH6, For an anisotropic discretization on prismatic domains
this assertion is shown in [I3, Lemma 3.1]. The same standard arguments apply in our
twodimensional setting on isotropic graded meshes. For the sake of completeness we repeat
them here. First of all, we introduce the Crouzeix-Raviart interpolant Il.. : X — Xj
which is defined elementwise by

/v:/ﬂcrv VE € 0T, YT € Ty
E E

. - A(prv) -
Since Il..v is linear on every element 17" and (aTTv) is constant on every edge of an element

T it follows by Green’s formula

O(Iepv) O(Il.pv)
,,v|? :/ -HCTvds:/ -vds:/VHcrv Vo dz.
el ) oy o Ony g (Ilerv)

The application of the Cauchy-Schwarz inequality and division by [Ilev| g1y yield the
stability estimate

‘HCT’U‘Hl(T) < ‘U‘Hl(T). (4.124)

We consider an arbitrary but fixed ¢, € Mj,. According to [61], Corollary 1.2.4] there exists
p € X, satisfying

Vep=1vn, lolm@ < clnllrzq)- (4.125)

With the stability estimate (4.124]) and Green’s formula one can conclude

V@dgj: /s@ndS: /HCTSOTLdS:/VHCTSOdﬂ?
/T Z E Z E T

EeoT EedT

This equation results in
by (e ) = — 3 /T Y Mapde= -3 L OV - pdz = [nla,  (4126)
T T

where we have utilized the fact that v |7 is constant and the properties (4.125)) of v,.
Furthermore, we obtain by combination of (4.124) and (4.125) the estimate

el x, < clelai) < cllvnllre)-
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4 Finite element error estimates for boundary value problems

This last inequality yields together with (4.126])

br(en, ¥n) S by (Ier 0, n)

sup > >
eneXy lenllx, [¥nllz@) — Merellx, [¥nll L2 @)
This proves the assertion since 1, was chosen arbitrarily. O

We checked all the assumptions such that we can summarize our result in the following
lemma.

Lemma 4.35. The finite element solution of (4.105|) satisfies the estimates of Theorem
for the element pair (Xp, My) defined in (4.111)) and (4.112)) on finite element meshes

of type (2.12) with grading parameter 1/2 < p < A.

4.4.3 Stokes equations in prismatic domains
In this subsection we consider again the boundary value problem (|4.85|)

—Av+Vqg=f in Q,
V-v=0 in Q, (4.127)
v=20 on I' = 09,

but now in a prismatic domain as defined for the boundary value problem (4.43), i.e.
Q) = G x Z C R? with a bounded polygonal domain G C R? and a interval Z := (0, z9) C R.
Again, we assume that G has only one corner with interior angle w > 7 at the origin.

4.4.3.1 Regularity

In the following lemma we prove the regularity in the same weighted spaces as we did
for the scalar elliptic Dirichlet problem (comp. Lemma . Furthermore one can also
observe some extra regularity in edge direction. Notice, that in contrast to Lemma |4.17
the results for the regularity in edge direction of solutions of the Stokes equations cover
only the case p = 2.

Lemma 4.36. Assume that f € LP(Q)3, 1 < p < co and let A > 0 be the smallest positive
solution of

sin(A\w) = —Asinw (4.128)

where w is the interior angle at the edge. Then the solution (v,q) € X x M of the Stokes

problem (4.127)) satisfies

2
veV;P(Q) and g € VyP(Q) VB>2- X - 5 (4.129)
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4.4 Stokes equations in nonsmooth domains

and the a priori estimate

HUHV;m(Q)s + HQHVBLP(Q) < cllfll e (o) (4.130)
holds. Further one has for f € L?(Q2)3

d3v € V2 () and  dzq € L(Q) (4.131)
with the corresponding a priori estimate

103011205 + 103l 20) < ellfllL2()- (4.132)

Proof. The assertions (4.129) and (4.130) follow from Theorem 6.1 of [89]. In our case for
the vertex eigenvalues A, the inequality Re\; > 1 holds [I01]. This means we can choose

Bg = 0 in Theorem 6.1 of [89]. So setting m = 2 in this theorem yields (4.129)) and (4.130]).
The extra regularity in edge direction stated in (4.131)) and (4.132]) is proved in Theorem

2.1 of [13]. O

Remark 4.37. The leading singularity of us can be characterized by 7™/ [13]. On the
other hand the smallest positive solution A of (4.128)) satisfies

1 T
— <A< —,
2 w

see e.g. [46], such that the global regularity is dominated by 7.

Remark 4.38. In the setting of (4.127)) the spaces V;’2(Q) play the role of the general
spaces HF(Q). With wyq = wae = r#7#+* Assumption F is satisfied.

4.4.3.2 Finite element error estimate

In order to get an optimal rate of convergence for the finite element error, we counteract the
edge singularity which results from the reentrant edge in the domain €2 by an anisotropic
graded mesh. In detail, we use meshes as introduced in Subsection with grading
parameter 1/2 < u < A. Due to Remark such a p exists. We approximate the velocity
by Crouzeix-Raviart elements,

Xh = {’Uh € LQ(Q)?’ : Uh|T S (7)1)3 VT,/F[U;L]F =0 \V/F} (4.133)

where F' denotes a face of an element and [vj|r means the jump of v;, on the face F,

lin%(vh(a? +anp) —vp(z —ang))  for an interior face F,
a—

[vn(2)]F == {

vp () for a boundary face F.
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4 Finite element error estimates for boundary value problems

Here ng is the outer normal of F'. For the approximation of the pressure we use piecewise
constant functions, this means

My, = {qh S LQ(Q) : qh|T € Py VT,/ qn = O} . (4.134)
Q

For the proof of the finite element error estimates we check the assumptions stated in
Subsection Since Assumption FHI]is already proved in the foregoing paragraph, we
continue with Assumptions FE2| through FE6]

Proof of Assumption FHZ. This proof is very similar to the one for the two dimensional
case. Since p < Aitis 1 —p >1— X and we can choose B =1 — p in Lemma [£.36] This
yields (v, q) € VE,QM(Q) X V127’1M(Q). Then the assumption is a consequence of the embedding

V22 (Q) = Vo TT2(Q) < WwHR2(Q) < 0(9). (4.135)

The first embedding follows from [I13, Lemma 1.2]. The second one can be concluded
directly from the definition of the spaces. The last embedding is a conclusion from the
Sobolev embedding theorem and the fact that > 1/2 and therefore 1 + u — % >0. O

Proof of Assumption FZ@. As interpolant in the velocity space we choose i} = Eop
with Fy, defined in (3.5)). Notice that we do not use the Crouzeix-Raviart interpolant
although we use Crouzeix-Raviart elements for the velocity and although the estimates
in Assumption FE3| could be fulfilled by this interpolant. The reason for this is that
the Crouzeix-Raviart interpolant maps to X} but not to X N X} as demanded in this
assumption. The proof of estimate (i) is the same as the one for Theorem One just
has to repeat the arguments there componentwise and to plugin the regularity results
from Lemma [4.36] In order to prove (ii) we write

Fuota) =Y | [ | o] o)

i€l

Since v is according to Assumption FH2] a continuous function, we can conclude

< ol oo - (4.136)

1
[ Eonv|| oo () = SUP‘ / v
el |O-Z’ o

The embedding V12_2#(Q) — L(Q), see (4.135)), yields together with Lemma@

[0l ooy < cllvlly22 ) < 1 fllzz()- (4.137)
12 ()

Now we can conclude with the triangle inequality and the estimates (4.136]) and (4.137])

v — Eonvll o) < lvllne () + l[Bonvllne ) < 1120
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4.4 Stokes equations in nonsmooth domains

and (ii) is proved. For the proof of (iii) we set i} := Qp, with Qp, being the L?(Q)-projection
in the space of piecewise constant functions, i.e.

Qnq(x) : / de forxzeT.
]

The assertion is shown in the proof of Lemma 3.2 in [13]. Notice, that M}, in that proof is
the interpolant (), in our setting. For the sake of completeness, we sketch the details here.
We write the error elementwise,

lg — @nallfzy = > lla — Qnallzery. (4.138)

TeT,

For elements T with 77 > 0, one has according to [12, (3.5), (3.6)]

3
llg — QhQHL2(T) < Czhz‘,THaz‘QHL%T)
=1

This can be continued by

Hq - QhQHL2 < CZ h; THalan2
=1

2
<c (Z hivTT%_1||aiq”V1°i(T) + h3,T”83QHL2(T)>

i=1

2
<c (hz ||3¢Q||V10fu(T) + h||33CIHL2(T)> ; (4.139)
i1

where we have used the regularity results of Lemma and the definition of the mesh
sizes (2.13)). For elements 7" with r = 0 we use the fact that @y, is bounded and therefore

lg = Qnall2(ry < cllallrzy < Il llr™all L2 (r)
< M plrallzzery < chligllype - (4.140)

The estimates (4.138)—(4.140) yield together with Lemma [4.36]
la = Quallza@) < ch (llallyz (o + 1salli@y) < chllfll2(0)-

and Assumption FHJ| (iii) is proved. O
Proof of Assumption FHJ. For an arbitrary ¢ € X, one has

lenllzoo ) = I@nll ooy < ellnll pogiy < eI Pllnllocry.
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4 Finite element error estimates for boundary value problems

We choose the minimal element size according to (2.13) and arrive at

onll o) < ch ™2 PRV o | 1)

In order to achieve —% - % > —1 one has to demand p > % + 1. This condition is no

contradiction to p < 6 as long as pu > % But this can be satisfied since p > 1/2. Therefore
it exists p € [% + 1, 6] such that

lenllze () < chHenllLr)-

what is the inequality of Assumption FEA] O
Proof of Assumptions FHj and FHf The consistency error estimate and the discrete
inf-sup-condition are proved in [13]. O

We checked Assumptions FHI| through FHG| such that we can summarize our result in the
following lemma.

Lemma 4.39. . The finite element solution of (4.127)) satisfies the estimates of Theorem
[4-30 for the element pair (X, My,) defined in (4.133)) and ([£.134) on finite element meshes
of type (2.13) with grading parameter 1/2 < p < A.
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CHAPTER D

Error estimates for PDE-constrained Optimal Control
Problems

5.1 Analysis for general linear-quadratic optimal control
problems

We consider the general linear-quadratic control-constrained optimal control problem

. 1 v
min J(y7u) = QHy_yd”QZ—i_i”uH%v

(y,u)€Y XU (5.1)

subject to  y = Su, wue U™,

where Z, U = U* are Hilbert spaces and Y is a Banach space with Y — Z <— Y*. We
introduce a Banach space X — Z and demand y4 € X. The operator S: U =Y C U is
a linear, bounded control-to-state solution operator. We assume v to be a fixed positive
number and U?d € U nonempty, convex and closed.

Remark 5.1. Later we will choose for S the solution operators of the boundary value
problems introduced in Chapter 4} Depending on the problem one can set, e.g., U = Z =
L2(Q), Y = HY(Q) and X = C%7(Q).

Remark 5.2. Problem (j5.1) is equivalent to the reduced problem

min J(u) (5.2)

ueUad

with
A 1 v
J(w) = T(Suyu) = 515w = yally + 5 lul-
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5 Error estimates for PDE-constrained Optimal Control Problems

5.1.1 Existence and uniqueness of a solution

Definition 5.3. A state-control pair (7, %) € Y x U2 is called optimal for (5.1)), if § = Su
and
J(gj,ﬂ) < J(y,u) V(y,u) €Y x Uad, y = Su.

Theorem 5.4. The optimal control problem (5.1)) has a unique optimal solution (g, u).
Furthermore, for S* : Y* — U being the adjoint of S, the optimality conditions

y=S5u, (5.3)
p=5"(5u— yq)
aeU (wa+pu—a)y>0 YueU (5.5)

hold. These conditions are necessary and sufficient.

Proof. For the proof we consider the reduced form . The objective functional J is
strictly convex and radially unbounded, i.e., J(u) = oo as ||u]| = oo, u € U4, Since U4
is convex and closed, we can apply Theorem 1.3 of [84] and get existence and uniqueness
of an optimal solution. The optimality conditions follow from the same theorem by
differentiation of J. The strict convexity implies that the necessary condition is also
sufficient. O

Remark 5.5. In the following we refer to (5.3) as state equation, to (5.4]) as adjoint
equation and to (5.5)) as variational inequality.

Lemma 5.6. Let ljaa : U — U2 be the projection on U, i.e.,

Mpea(u) € UM, ||Hyea(u) —ully = min v —ully Yu e U.
veyad

Then the projection formula

is equivalent to the variational inequality in Theorem[5.4)

Proof. The assertion is motivated in [88]. A detailed proof is given, e.g., in [73]. The
assertion follows from Lemma 1.11 in that book by setting v = 1/v. O

5.1.2 Discretization concepts

5.1.2.1 Variational discrete approach

In [71] Hinze introduced a discretization concept for the optimal control problem ([5.2])
which is alone based on the discretization of the state space. The control space is
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5.1 Analysis for general linear-quadratic optimal control problems

not discretized. We introduce the linear, bounded control-to-discretized state operator
Sy : U — Y, C U, where Y}, is a finite dimensional subspace equipped with the norm of Y.
Sy Y* — Y}, denotes the adjoint of S,. Then the discrete optimal control @ is defined
via the variational inequality

(viaj, + Si (S, — ya),u — u3)y >0 Vu € U (5.7)
This variational inequality is actually the necessary and sufficient optimality condition of

e, )

5.8)
1 v (
Jp(u) = §|’5hu —yallZ + §”UH2U,

compare also Theorem [5.4] In order to be able to prove an error estimate the following
assumptions are sufficient.

Assumption VARI1. The operators S; and S; are bounded, i.e., the inequalities

[Sallvsu < ¢ and S5

Ur—Ur S C
are valid with a constant ¢ independent of h.

Assumption VAR2. The estimates

1(S = Sp)ully < eh*[lully Vu €T,
I(S* = Sp)elly < ch?|lzllz Vz€ Z

hold true.

We introduce the optimal discrete state g7 := Sjpu; and optimal adjoint state p; :=
S (Shuj, — yq) and formlate the error estimates in the following theorem.

Theorem 5.7. Let Assumptions VAR and VARZ hold. Then the estimates

la —ajllo < ch® (lally + llyall2). (5.9)
17 = gillo < ch® (lally + llyall2) (5.10)
17 = Bhllu < eh* (Jally + llyallz) (5.11)

hold with a constant ¢ independent of h.
Proof. The first estimate is proved in [71]. We recall the arguments here since we have
reformulated the assumptions. We use u as test function in (5.7) and @; as test function

in (5.5) and add both inequalities. This yields

(v(u—u}) + S*(Su — yq) — SE(Shus, — ya), 4}, — Wy > 0.
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5 Error estimates for PDE-constrained Optimal Control Problems

One can continue with

vlja— a3 < (S*Su - S;Suui, — (S — 5)ya, af, — W)
(S*S — SES)i + Si(Shi — Suii) — (87 — Sh)yar ) — W)
(S*S — SiSu) — (S = Si)yas @, — W) — ||Snit — Suig I3

S*(Su — Spu) + (S* — S};)Spu — (S* — S})ya, uj, — u)y.

I
~—~ o~~~

<

The Cauchy-Schwarz inequality and the triangle inequality yield after division by ||a—aj ||
the estimate

vlja = aplly < (IS lv-oll(S = Sh)ully + 15" = Sp)(Sku)llv + (5™ = Si)yallo-

The application of Assumptions VAR and VAR results together with the boundedness
of S* in the first assertion.

For the proof of the second assertion we write

17— onllv = [15u = Snui v
< |5 — Sptllo + [[Sa(u — a) o

Inequality (5.10) follows then from Assumptions VAR[] and VAR2| and (5.9).

For the third assertion we can conclude similarly to above

1P = Dillo = 157 (Su = ya) — Si(Shub, — ya)llu
= [157(Su — Spu) + (5% — S3)Spu + SpSn(u — af,) — (57 = Sh)yallv-

With the triangle inequality the assertion (5.10) follows from the boundedness of S*,
Assumptions VA and VA and (5.9). O

Remark 5.8. In [71] a numerical algorithm for the solution of problem is given. It
is pointed out that for every step of the iteration one has to compute the boundary of the
active set exactly. This boundary is not aligned with the mesh and therefore requires the
computation and management of additional grid points. Especially in three dimensions and
for higher order elements this introduces technical difficulties for the implementation. For
this reason we concentrate in this thesis on numerical examples concerning the following
postprocessing approach.

5.1.2.2 Postprocessing approach

In this subsection, we consider the reduced problem (5.2)). We choose
U=2=L*Q)¢ Y=HQ)orY =H(Q)Y,

where d € {1,2,3} depending on the problem under consideration. As space of admissible
controls we use
Uad .= {ueU:us, <u<Luyae.},
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5.1 Analysis for general linear-quadratic optimal control problems

where u, < up are constant vectors from R%. Then the restriction on the set of continuous
functions of the projection in the admissible set reads for a function f as

(ITgraa f) (z) := max(ugq, min(up, f(x)).

We assume the existence of a triangulation 7, = {T'} of ©, that is admissible in Ciarlet’s
sense (comp. page . The operators Sy, : U — Y}, and S} : Y™ — Y}, are finite element
approximations of S and S*, respectively and Y}, is a suitable finite element space. We
introduce the discrete control space Uy,

U, = {uh €U :uplp € (Po)d for all T € n} and UM = U, N U™,

Then the discretized optimal control problem reads as

Jh(ﬂh): min Jh(uh),
’LLhEUEd

] L (5.12)
Tn(un) = 5 |1Snun = vallZz () + Sllunliz(o)-

As in the continuous case, this is a strictly convex and radially unbounded optimal control
problem. Consequently, (5.12) admits a unique solution uy,, that satisfies the necessary
and sufficient optimality conditions

Yn = Shln,
Pn = Sh(Un — Ya)s
(vin + Py un — )y >0 Yuy, € URL (5.13)

For later use, we introduce the affine operators Pu = S*(Su—yq4) and Pyu = S} (Spu—ya),
that maps a given control u to the adjoint state p = Pu and the approximate adjoint state
py, = Pyu, respectively.

Now we follow an idea, that goes back to Meyer and Rosch [95], namely to compute an
approximate control in a postprocessing step. The control 4y, is constructed as projection
of the approximate adjoint state in the set of admissible controls,

1
up, = I7ad <_Vph> . (5.14)

In the following we would like to formulate rather general assumptions, that allow to prove
discretization error estimates for the optimal control problem (5.12)). To this end, we first
define two projection operators.

Definition 5.9. For continuous functions f we define the projection Ry in the space Py
of piecewise constant functions by

(Rpf)(x) := f(Sp)ifx eT (5.15)
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5 Error estimates for PDE-constrained Optimal Control Problems

where St denotes the centroid of the element 1.

The operator (), projects L2-functions g in the space Py of piecewise constant functions,
1
(Qrg)(x) := m/ g(z)dx for x € T. (5.16)
T

Both operators are defined componentwise for vector valued functions.

In the following we formulate four general assumptions, that allow to prove that the
approximate solution iy, is asymptotically closer (in the L2-sense) to the interpolant Ry,
than to the optimal control @. This was originally discovered by Meyer and Rosch [95]
for an optimal control problem governed by the Poisson equation. Such a fact is often
referred to as supercloseness. Based on this result, we show that the approximate control
iy, which is constructed according to converges in L?(Q2) to the optimal control %
with order 2. Due to the fact that u was originally approximated by piecewise constant
functions, this is a superconvergence result.

Assumption PP1. The discrete solution operators Sj, and S; are bounded,
HShHU—>H}1L(Q)d <¢ HS;HU—>H,11(Q)‘1 <¢
ISkl oo ()e < ¢ 1Shllo— oo ()e < ¢

with constants ¢ independent of ~A and space

HI(Q)d = {U QR ) 011 ya < oo}.

TETh
Notice that Assumption PP implies
[Shllvsv <c¢ and  |Sillu—v < ¢
by the embedding L>(§2) — U.
Assumption PP2. The finite element error estimates

II(S — Sh)ully < ch2|]uHU Yu € U,
1(S* = Sp)zllu < ch?||zllz VzeZ
hold.

Assumption PP3. The optimal control @ and the corresponding adjoint state p satisfy
the inequality
1Qnp — Ripllu < ch? ([|allx + [lyallx) -

for a space X — U. In particular, p is continuous, such that Rjp is well defined.
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5.1 Analysis for general linear-quadratic optimal control problems

Assumption PP4. The optimal control u is contained in X and for all functions ¢, € Xp
the inequality

(Qutt — Rt on)ur < ch[ionll ooy (lalx + llvallx)

holds. In particular, @ is continuous, such that Rju is well defined.

First, we recall a property of @, that is proved in [19].

Lemma 5.10. For f, g € HY(T) the inequality

(f = Qufr9)r2(r) < chZ |l rylgl ()

1s valid.

Now we can prove the following properties of the operator Ry,.

Lemma 5.11. Assume that the Assumptions PHI and PH{| hold. Then the estimates

1Shtt — Sy Rptlly < ch? (|l x + [|yallx) (5.17)
| Pyt — Py Rytilly < ch® (||l x + |lyallx) (5.18)

are valid.

Proof. The following proof is similar to the one given by Apel and Winkler in [19] in the
special case of optimal control of the Poisson equation and a discretization with linear
finite elements. A proof under assumptions like PP[I] and PP for the optimal control of
the Stokes equation is given in [I02]. First of all, we write

= (u — Qhﬂ, Pyu — Pthﬂ)U + (Qhﬂ — Ryu, Pyu — Pthﬂ)U. (5.19)
We estimate these two terms separately. From Lemma [5.10, one can conclude

Z (fL — Qnu, Pyu — Pthﬂ)Lz(T)d <c Z h%‘ﬂ|H1(T)d’thL - PthfL|H1(T)d
TeT TeT
1/2
< ch®algriye | D |Puii = PuBRpilf
TeTh
(5.20)
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Since one can write

Z | Prt — Pthﬁ\%n(T)d < ||S(Shu — Sthﬁ)leqé(Q)d
TeTh

<112 syl — Sn B
it follows with Assumption P and (/5.20))
(’l_L — Qpu, Pyu — Pthﬂ)U < Ch2’ﬂ|H1(Q)dHShﬂ - Sth’L_LHU. (5.21)

According to Lemma and the projection formula (j5.6]) the domain € splits in two parts,
the inactive part Z, where u = —%]5 and the active part Q\Z, where @ is constant. Since
%] 1 (o\z)2 = 0 one has

|l gy < ellpllmye < elS*lvmm@allSt —yallv < ce(llallx +llvallx) — (5.22)

where we have used the boundedness of S* and S and the embedding X — U. So we get
from (5.21)) and (5.22)) the estimate

(ﬂ — Qpu, Pyu — Pthﬂ)U < ch? (Hﬂ”x + ||deX) ||Shﬂ — SthﬂHU. (5.23)

In order to estimate the second term of equation (5.19)), we utilize Assumption P and
get

(Qhﬂ — Ryu, Pyu — Pthﬂ)U < ch? (”ﬂ”X + HdeX) HPhﬂ — PthﬂHLoo(Q)d
< ch? (||allx + [yallx) 1Skl 1o @) | Shi — ShRnallv
< ch® (|lallx + lyallx) 11Sh@ — ShRyillu (5.24)

by applying Assumption P in the last step. Estimates (5.23]) and (5.24)) yield together
with ((5.19) the assertion ((5.17). For the proof of the second assertion of this Lemma we

write
| Prti — P Rpullu = ||SpSht — SpShRpillu < |[Shllu—ullSht — ShRutl|y.
The application of Assumption P and inequality yields assertion . O
Lemma 5.12. The inequality
v||Rp — ap)|3 < (Rup — P, an — Rptt)y (5.25)

holds.

Proof. This lemma was originally proved in [95] and is based on a combination of the
variational inequalities (5.5)) and (5.13]). For the sake of completeness we sketch the proof
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5.1 Analysis for general linear-quadratic optimal control problems

here which is also given in [I5]. From the variational inequality ([5.5) we have pointwise
a.e.

(vii(z) + p(x)) - (u(x) — a(z)) >0, VYuec U,

We apply this formula for the center of gravity St of any triangle T" and w = 4y,. This is
possible due to the continuity of @, p and uy at these points. We arrive at

(p(St) + vu(Sr)) - (un(St) — u(Sr)) =0 VT.
Due to the definition of Ry, this is equivalent to
(Rup(St) + vRyu(St)) - (an(St) — Rpu(St)) >0 VT.
Integration over T' and summing up over all T" yield
(Rup + vRyu, up — Ryu)y > 0.

Moreover, one can test the optimality condition (5.13|) for @, with the function Rju and
obtains
(pr + vay, Rpu — ap)y > 0.

Adding the two last inequalities results in
(Rnp — pn + v(Rpt — p), up — Rpa)y > 0

which is equivalent to formula ([5.25). O

Now we are able to prove the following supercloseness result.
Theorem 5.13. Assume that Assumptions PHI-PHJ hold. Then the inequality
1an — Rually < ch? ([|allx + yallx)
is valid.
Proof. The following proof is similar to the one of Theorem 4.21 of [127] which is given

in the context of optimal control of the Poisson equation. We give the details here to
illustrate the validity under the Assumptions PPI]— PPl From Lemma [5.12] we have

v|an — Rytllf; < (Rpp — ph, tin — Ratl)y
= (Rpp — P, up — Rpu)u + (p — PuRpu, up — Rpt)u
+ (PoRyt — pn, up — Rpt)y. (5.26)
We estimate these three terms separately. For the first term, we use that @ is an
L?-projection and get
(Rnp — pyun — Rp)y = (Rpp — Qnp, un — Rp)u + (Qnp — P, tn — Rptt)y
= (Rpp — Qnp, tp — Ry
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5 Error estimates for PDE-constrained Optimal Control Problems

The Cauchy-Schwarz inequality yields together with Assumption PPJ]
(Brp — p,up, — Rp)u < |[Rrp — Qnpllullan — Rytllu
< ch® (||l x + llyallx) lltn — Ryilu- (5.27)

For the second term we apply again the Cauchy-Schwarz inequality and use p = Pu, so
that we arrive at

(]5 — Py Ryu, up, — RhfL)U < HPfL — PthﬂHUHﬂh - Rhﬁ”U-

With Assumptions PP[I] and PP2] Lemma and the embedding X < U, one can
conclude

|Pu — P,Rpully < |Spllu—ullSu — Spullu + [1S*ya — Spyallu + | Pra — PrRyullu
< ch® (|l x + llyallx)

and therefore
(p — PuRnt, up — Ry < ch® (||l x + llyallx) l|an — Rullu. (5.28)
The third term can simply be omitted since

(PnRpu — pp,un, — Rpu)y = (PyRyu — Pyup, up, — Rpt)y
= (Sh(Rhﬁ — ﬁh>, Sh(ﬁh — Rhﬁ))U
<0.

(5.29)
Thus, one can conclude from the estimates f
vl|an — Ryallf < eh® (|allx + [|lyallx) llun — Ruallo
what yields the assertion. O

In the following theorem, we formulate the main result of this subsection.

Theorem 5.14. Assume that the Assumptions PHI-PHJ hold. Then the estimates

15— Fnllo < eh® (|a]lx + [lyallx) , (5.30)
1P = Prllo < eh® (|a]lx + [|lyallx) , (5.31)
& — |y < ch® (||l x + |lyallx) (5.32)

are valid with a positive constant ¢ independent of h.

Proof. In order to prove the first assertion we apply the triangle inequality and get

|y — onllu = |1Sa — Sptn||lu
< ||Su — Spullv + ||Sha — SpRuullu + ||Sh(Rra — an)||u-
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5.2 Scalar elliptic state equation

The first term is a finite element error and is estimated in the first inequality of Assumption
PP2] For the second term an upper bound is given in Lemma [5.11} For the third term
we use the supercloseness result of Theorem and the boundedness of S given in
Assumption P These three estimates yield assertion . In a similar way one can
prove inequality . By using the Lipschitz continuity of the projection operator, we

get
o~ inllo = |[Tgna (~p) ~Tgua (0 ) | < o= ml
u—1u = ad | =—=D | —paa | —— —||p —
rllU Uad Vp Uad Vph U_Vp PrllUu
and inequality ([5.32) is a direct consequence of estimate (5.31)). O

5.2 Scalar elliptic state equation

We consider the linear—quadratic optimal control problem ([5.2]),

J (@) = min J(u)
uelUad

) - 2 . (5.33)
J(u) = S|15u = yallz2(q) + 5 lullz2)

where the operator S associates the state y = Su to the control u as the weak solution
of a boundary value problem with right-hand side u in a polygonal domain (4.1), in a
polyhedral domain or with discontinuous coefficients . The desired state yq is
assumed to be Holder continuous, i.e. yg € C%9(Q), o € (0,1). Furthermore, the set of
admissible controls is

U= {ue L*(Q) 1 ug <u<uy ae. in Q}.
Moreover we introduce the adjoint problem
L'p=y—yqs inQ, B'p=0 onT
where the operator L* depends on the state equation,

—V - A(x)Vp —a1(z) - Vp + ap(x)p for state equation (4.1)),

L'p:=<—-Ap for state equation (4.44)),
—Ap+p for state equation (4.46)).

The operator B* is given as

B*p = {p for state equations (4.1) and (4.44),

% for state equation (4.46)).

For the state equation (4.79) we have with L} = L*|q, and p; = p|q,

L;(pi:—k}iApi, izl,...,n,
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5 Error estimates for PDE-constrained Optimal Control Problems

and for the operator B*
B*p =p + interface conditions, comp. (4.79).

As defined in the previous section S* is the solution operator of the adjoint problem, that
means

p=5"(y— ya)

and P the affine operator that maps an control u to the corresponding adjoint state p, i.e.,
p = S*(Su—yq) = Pu.

Remark 5.15. In the setting of Section we have Z = U = L?(Q). Existence and
uniqueness of a solution follow from Theorem Lemma [5.6|is valid where the projection
operator Il;aq is given as

(Mgraa f) () = max(uq, min(up, f(x))

for a continuous function f.

In the following subsections we treat each of the scalar elliptic state equations mentioned
above. For the state equations (4.79)) and (4.43) with and we will check the
assumptions of Theorems and [5.14] to derive L2-error estimates. For the state equation
L2-error estimates were already proved in [I5] [71], [95]. The proofs of our assumptions
here would be very similar to the proofs given in [15] so that we do not repeat them.
Instead, we derive in the following subsection L°°-error estimates for that case.

5.2.1 Polygonal domain

In this subsection we consider the case of a linear-quadratic optimal control problem with
elliptic state equation in a polygonal domain (comp. ) As in Section we can
restrict our considerations to the case of one corner with interior angle w located at the
origin. The main focus in this subsection is on L*>-error estimates.

5.2.1.1 Regularity

Lemma 5.16. For the solution u of the optimal control problem with state equation
and the associated state §j = Su and adjoint state p = Pu one has u € C%7(Q), 7 €
CY ()N V;’p(Q) and p € C*7(Q)N Vg’p(Q) for some o € (0,1], for all p € (1,00) and
B >2—X—2/p. The a priori estimates

19l cor ) + 13l 200y < elllie) < cllloos @), (5.34)
1Pl co oy + 1By 200 < ¢ (Illcos + 1dlcor ) (5.35)

hold.
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5.2 Scalar elliptic state equation

Proof. This proof reuses ideas of [I5, Remark 2]. From the definition of the optimal
control problem (5.33)) one knows that @ € L>°(2). This means Lemma [4.1| yields directly
§ € ViP(Q) and

151200y < ellillynoey < clldllzeo (5.36)

for p € (1,00) and 8 > 2 — X\ — 2/p. The last estimate is valid due to the embedding
L>*(Q) — VBO P(Q), which can be concluded from the computation

p - PR 1ulP da < p / P8 .
[l gy = [ 777l e <l [ 777

The last integral is finite since p8 > (2 — A\)p — 2 > —2.

Let us now prove the Holder continuity of . Choose p’ € (1,2/(2 — \)). Then one has

2 — X —2/p’ <0 and therefore one can choose § = 0 in Lemma . Since VOQ’p/(Q) —
W27 (Q) it follows y € W2 (Q). For 0 < o < 2 —2/p/ this space is embedded in C%7(Q),
see Theorem m This fact allows to conclude § € C%7(Q2). This assertion holds also for
p > 2/(2 — \) because the right-hand side of the state equation is, of course, allowed to be
smoother without affecting the regularity of § negatively. With the help of the a priori
estimates in Lemma [£.1] one can finally conclude

19l ) < elFlwany < cllFllyerqy < ellllyong = dlal@ < dlllm@. (37

Together with the embedding C%7(Q2) < L>°(12) the estimates and yield the
assertion (5.34). Since yg € C%(€2) and therefore y—yq € C%7(Q) the same argumentation
as above yields the stated regularity and a priori estimate for p. From the projection
formula one can finally conclude @ € C%7 (). O

5.2.1.2 Approximation error estimate in L>(2)

We prove estimates of the pointwise error in all three variables on polygonal domains that
are discretized by isotropic graded triangular meshes. The state and adjoint state equation
are discretized by a finite element scheme as introduced in Subsection This means,
the approximate state y, = Spu is the unique solution of

as(yn,vn) = (U, vn)r2(0)  Yun € Von
with bilinear form as defined in and
Vo ={v € C(Q) :v|p € Py VT € T}, and vj, = 0 on 00N} .
Similarly, the approximated adjoint state p, = S} (y — y4) is the unique solution of

as(Vn, Pn) = (Yn — Yd» V) 2() Yon € V.
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5 Error estimates for PDE-constrained Optimal Control Problems

In the case of u > % the following lemma about the boundedness of Sj, and S} was already
proved in [I5]. Since in our setting here p < A/2 is required (comp. section [£.1.2), we
cannot fulfill this condition for A € [1/2,1]. Therefore we give in the following a more
involved proof of [15, Lemma 3] without the condition p > % Notice, that we use in this
subsection again the splitting of {2 into subdomains €2; with corresponding quantities d;
as introduced in Chapter [4 on page

Lemma 5.17. Let T}, be a graded mesh according to (2.12)) with parameter p < A. The
norms of the discrete solution operators Sy, and S}y are bounded,

1Skl L2 (@) —»r=@) < 6 1Skl 2 (@) Lee) <
[SullL2 @)= r2() < ¢ IShl2 @)= r2(0) <
1Shll L2 0) - i @) < € 1Sl L2y = 2 (@) < &
1Skl oo (@)= L) < € 1Skl oo () Lo () < €

where c is independent of h.

For the proof of this lemma we use estimates of norms of a regularized Green function.
Before we formulate the proof of Lemma [5.17 we define this function and give some
estimates on that in the forthcoming lemma and corollary. The ideas of this technique are
taken from [108, Subsection 3.4.1]. We introduce the regularized Dirac function for an
arbitrary but fixed element T} as

"o elsewhere, '

where we abbreviated the finite element error by e,
€=y~ Yn
The regularized Green function ¢” is defined as a solution of
as (go,gh> = <5h,g0) Yo eV, (5.39)

and its discrete counterpart g}’; by

as (wh,g’ﬁ) = <5h790h> Veon € Vo

Lemma 5.18. The norms of the reqularized Green function can be estimated by

thHLOO(Q) < c|lnh] (5.40)
] <t o
H gh‘ . ch!, (5.42)
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5.2 Scalar elliptic state equation

where f:=1—pu >1— X is the weight corresponding to the regularity in V;’Q(Q), and the
grading parameter satisfies p < A.

Proof. Let g € Wol’q(Q), 1 < ¢ < 2, be the Green function with respect to an arbitrary
point x4 € ,

as(p,9) = () Vo € Wy (Q) (5.43)
where ¢’ > 2 satisfies 1/q 4+ 1/¢' = 1. The Green function satisfies the inequality
lg(x)| <c(njz —zy||+1) VreQ.

In [55] it is proven that this estimate is valid on Lipschitz domains and that the constant
¢ is independent of . Let us fix ¢ = 2+ ¢. Since &, € L7 (Q) it follows from Lemma

that g € Vﬁ?’q/ (Q) for B >2—X—2/q¢. Since A > 1/2 one can find 8 < 1 satisfying this
condition and it follows from the embedding Vg’q/(Q) — ‘/02_6”,((2) — W' (Q), see [113)

Lemma 1.2], that g" € W&’q/ (). Using (5.43)), (5.39), and (5.38) we get

as (gh,gﬂ = ’(5’%9)‘ < !T*\_l/T* lg| d.

In the case dist(x,T%) > hy, we have |x — x4| > hg, and estimate (5.40) is obtained via

‘gh ($+)‘ =

|T*|_1/ lg| dr < max|g(z)| < cmax (|ln|x —z4||+ 1) < c|lnhg,| < c|lnh],
T, €Ty €Tk

since hy, > ch!/F. In the case dist(z4, Ty) < hy, we calculate the integral by using polar
coordinates centered in x4,

2hr,
]T*ll/ lg| doz < c]T*\l/ (—Ilnr)rdr = c|T*|71h%*(c —Inhr,) <c|lnh|
Tk 0

as above.

For the proof of (5.41)) we use the coercivity of the bilinear form and the definitions ([5.39))
of g" and (5.38) of 5y,

2

iy < o (6"9) = (.0") <] <[] ey
g HHI(Q)_CLS (g 79) (5 ,9)_ i P 10nll L1 (@) < ||g @)

c

With inequality (5.40) we conclude estimate (5.41).

The a priori estimate for the solution of the elliptic partial differential equation in Lemma
and the definition (5.38]) of d;, give

|

L2(Ty)

|28 gy < T 7
L2(Q)

<c
V(@)
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With r» < dj, we can continue by

T, Hrﬂ < c|T*|71/2d§ =ch!

L2(Ty)

since |Ti|Y/? = chy, = chd}f“ = chdg for J < I. In the other case, J = I, we calculate
the L2-norm and obtain

-1 -1y 8+1 -1 _ -1
IT,| Hrﬁ‘ . < |Tu| " hy <chp ~ =ch
since hy, = ch'/# = ¢h'/(=8) Thus inequality (5.42) is proved. O

Corollary 5.19. On meshes with grading parameter p =1 — 3 < X the error estimates
h h
— <

Hg thHl(Q) =¢

< ch
L2(Q)

th — g ‘
hold.

Proof. Since the meshes are optimally graded, one has from Theorem

h_ h B2 h
— < chHr Vv ‘
Hg thHl(Q) - g

r2(Q)’

L2()

< ch? HTBVZQh‘

h_ h
Hg gh’ 12(Q)

With (5.42)) we get the assertion. O

Now we are able to prove Lemma

Proof of Lemma . First we prove the boundedness of ||Sy||2(0)— (). To this end,
we consider a function f € L?(2) and an arbitrary but fixed finite element T,. Then the
three inequalities

lynll ooy < Tl "Myl
lyrllrery <Ny —wvnllry + 1wl ),
Iyl 1y < | Telllyllpoe 2y,

yield the estimate
lynllzoe ) < Tl ~Hly = ynll iz + ellyllzoe - (5.44)

By the definition of 6" and ¢g" we get for the first term on the right-hand side of this
inequality the equation

T elliacr) = (Onse) = as (e.g")
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5.2 Scalar elliptic state equation

Using the Galerkin orthogonality and the fact that e — Ipe =y — Iy yields

T M ellzrry = as (e.g" = gk ) = as (e = Tnesg" = gt) = a (y = Ty o" — g1

With the Cauchy—Schwarz inequality we can continue

-1 h h
(L lellzrcry < elly = Tyl 0" = ok, o (5.45)
From finite element theory one knows that
ly = Inyll a1y < ch”| fllz2) (5.46)

with kK = min{%, 1}, i.e., k =1 for p < A, see [16]. Consequently, one can conclude from

(5.45) together with (5.46)) and Corollary
T el < chll fllz2 (-

This shows together with (5.44]) and y, = Si f

1Sk fllzee () < cllfllze@),

where we have used the boundedness of S as operator from L?(Q) to L>(Q) (comp. [15]
Remark 2]) to estimate the second term of the right-hand side of inequality . The
boundedness of |[Sy|r2(q)—r2(0) and ||kl L @)= L) follows then by the embedding
L>®(Q) < L*(Q). The boundedness of 1Snl L2 (@) 11 () comes from the theory of weak
solutions. The estimates for S; follow by analogy. O

Variational discrete approach First we consider the variational discrete approach
that has been introduced in Subsection In the case of convex domains and quasi-
uniform triangulations, it is shown in [71] that a finite element discretization of S with
piecewise linear and globally continuous functions yields an approximation rate of 2 in
the L2-norm. These results extend to nonconvex domains with graded meshes (see [15],
Remark 5]). Therefore the following theorem is valid.

Theorem 5.20. Let 4 be the solution of the optimal control problem (5.33|) with the state
equation (4.1) and uj, the solution of the corresponding variational discrete problem ((5.8)
on a mesh of type (2.12) with grading parameter p < X. Then the estimate
_ _ 2 /11—
@ — ajll L2y < ch® ([|all 20) + llvallL2())

1s valid.

With the L?-error estimate at hand, one is now able to prove an L>-error estimate.
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Theorem 5.21. Let @} be the discrete control introduced in (5.7) and y; = Spu; and
Dy, = Ppuj the associated state and adjoint state, respectively. On a family of meshes with
grading parameter u < % the estimates

I = oy < h? bl (o (@) + 9l oo o)) (5.47)
15 = Gillzee(ey < b AP (11l o o) + 1yallcos o) ) (5.48)
16— il < e A (11l o ) + Iyl o o)) (5.49)

are valid.

Proof. The ideas of the proof are similar to that given in [71] for quasi-uniform meshes
and W2°°(Q)-regular solutions of the underlying boundary value problem. First, we prove

assertion (5.49)). One can conclude

1 = Phll Lo () = [1S™(SU — ya) — SK(Sht}, — ya)l|l L= (@)
< |[(S* = Sp) Sl poe () + 1S = Sp)yall L= (@)
+ [1S5S% — SpSpil| Lo () + 1SpShT — Sy Shts || oo (q)- (5.50)

We estimate each of the four terms separately. By Theorem it follows
(5" = Sp)Sillp=(a) < ch® [ h[*? |Stllcor(q) < ch® A allor@) — (5:51)
since || ”CO,U(Q) 0.0 < ¢ For the second term one can conclude from the same theorem
15" = S7)Syall =@y < ch® AP’ [lyallco. @), (5.52)
With the discrete Sobolev inequality (4.9) one has

1S5St — S5 Shiil| Loy < c || [[S5.8% — Sji Sl oy
< el ]2 (IS5 2 () i (@) 1S — Shiill 2o
< el h"? B2t 12 ), (5.53)

where we have used Theorem in the last step. Utilizing again inequality (4.9)), Lemma
5.17] and Theorem [5.20| it follows for the fourth term

1S5 Sntt — Si s || oo () < clnh|™? S5 Sui — S Suiis | 1 (g
< c[lnh|'? ||Spa — Sh} || 2 ()
< clnh|"? @ - @ 120

< c[nh|"? 12 (||al| 20 + llyallz20)) - (5.54)
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The estimate (5.50) yields together with (5.51)—(5.54) the assertion (5.49)). Since the
condition ([5.7)) is equivalent to the expression uj = HUad(—%ﬁi) (comp. (5.6])) one can
conclude

— — 1 = 2}
12 — @} o) < ;Hp — il (0

and inequality (5.47)) follows directly from ([5.49)). To show inequality ([5.48) we conclude

Iy — Ihlleo @) < 18T — Shitl|Loo (@) + [|Sh@ — Shi, || e (o)

< e b (Il o.r(@y + Iyall oo )

where we have used Theorem Lemma and inequality (5.47) in the last step. [

Postprocessing approach The aim of this paragraph is to prove error estimates of the
same quality as in Theorem but now for the postprocessing approach introduced in

Subsection (.1.2.2

The optimal control u is obtained by the projection formula (5.6)). This formula generates
kinks in the optimal control. However, we can classify the triangles T' € T}, in two sets K1
and Ko,

Ky = U T, Ky = U T.

TETy,: ugVy %, (T) TETy,: ueVy%,(T)

This means, K; contains the elements that have a nonempty intersection with both the
active and the inactive set. Clearly, the number of triangles in K; grows for decreasing h.
Nevertheless, the assumption

meas K1 < ch (5.55)

is fulfilled in many practical cases. Next, we recall a supercloseness result (comp. Theorem
5.13) and a auxiliary result (comp. Assumption PP{]) from [15].

Theorem 5.22. Assume that Assumption (5.55)) holds. Let uy, be the solution of (5.12))
with state equation (4.4) on a family of meshes with grading parameter y < X. Then the
estimate

un — Ryl r2(0) < ch? (HﬂHLw(Q) + ||deL°°(Q))

holds true.

Proof. This theorem is proved in [I5] under the assumption p > %, which was used in the
proof of the boundedness of S; only. The boundedness of S, also in case of u < 1/2 is
guaranteed by Lemma [5.1 ]
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Lemma 5.23. On a mesh with grading parameter p < A the estimate
(vns @ — R 2y < h® (llonll o) + lonll ey ) (1o + 1l o)
holds for all vy, € V},, provided that Assumption (5.55)) is fulfilled.

Proof. This lemma is proved in [I5]. Notice that in that proof the condition p > 1/2 was
not necessary. O

Next, we will apply the error estimates of subsection to obtain L°°-error estimates
for the optimal control problem. Before, we will derive an auxiliary result. To this end,
we define another regularized Dirac function 5? for a fixed point £ € T, with

(P1) (8¢, vn) = va(€)  Vou € Vo,
(P2) supp<5 c T.,

(P3) & € Pi(T%),

(P4) (18]l 2(r.) = O(hz)),

(P5) (|68 1] () < €Tl

An example for a function with these properties is given in [I2I]. The regularized Green
function z" is defined as the solution of

as (v, zh) = ((5?,1}) Yv e V. (5.56)
Moreover, we denote by zﬁ its discrete counterpart,
as (vh,zﬁ) = (5?7%) Y, € Von-

Subsequently, we need estimates of norms of the regularized Green function.

Lemma 5.24. The norms of the reqularized Green function can be estimated by

th’H < c|lnh| (5.57)
L>(Q)
thHHl(Q) < c[lnh|"/? (5.58)
| i oy S (5.59)
—H

with grading parameter p < X\ in (2.12)).

Proof. The proof of this lemma is very similar to that of Lemma For the sake of
completeness we sketch it here. Let g € VVO1 (), 1 < g < 2, be the Green function with
respect to an arbitrary point x; € 2,

as(g,v) =v(zy)  Ywe Wit (Q) (5.60)
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where ¢ > 2 and 1/¢+ 1/¢' = 1. According to [55] there is a constant ¢ independent of
Z4, such that

l9(z)] < c(lin|z — 2]+ 1).

With the same argumentation as for ¢” in Lemma one can conclude 2" € T/VO1 ’ql(Q),
q¢ =2+ ¢e. Using (5.60)), (5.56]), the Holder inequality and property (P4) we get

o (0.)] = (0:9) < o]

We estimate the L?-norm of ¢ using polar coordinates centered in z,

2" (@4)| =

poay 9l < chrllgllzzery. (5:61)

h,

1/2
hi1||9||L2(T*) < chil </0 (In T’)QTdT>

< chy)! (hT* nhg, | + hr, |Inh, Y2 + hT*>
<c|lnh|.

This yields from ([5.61)) the estimate (5.57]).
For the proof of ([5.58)) we use the coercivity of the bilinear form, the definition (5.56]),
and property (P4) of d(a),

2

[ 0 () =002 <2

< e[ T2 16nll 2z,

: 10nll 1 ()

HY(Q) L (Q

<c|l#]

‘Z HLoo(Q) L)

With inequality (5.57) we conclude estimate (5.58]).

The a priori estimate for the solution of the elliptic partial differential equation stated in
Lemma and the property (P5) of 0(§) give

|

L2(T)

< ]

o <1
() L2(9)
In the case J < I it is r < dj and we can continue by

T~ Hrﬁ‘ < c|T*|_1/2d§ =ch?

LA(T.)

since |Ty|'/? = chy, = chdlfﬂ = chdg. In the other case, J = I, we calculate the L?-norm
and obtain

_ _ 1 —1 —
L7 o4 oy, S TR < e = e
since hy, = ch'/# = ¢hV/(=B) Thus, (5.59) is proved. O
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5 Error estimates for PDE-constrained Optimal Control Problems

Lemma 5.25. The estimate

ZZH + Z}}LLHHl < c|lnh|
0

(©)
holds on a finite element mesh of type (2.12)) with pu < .

L>(9)

Proof. By the triangle inequality one can conclude

[t ey * ]

h h h h h
= Hz HLOO(Q) + Hz B ZhHLOO(Q) lznlly @ + Hz B Zh) Q) (5:62)
Since the meshes are optimally graded, we have from [16]
h__ _h < h‘ h
HZ zhHHl(Q) i V22(Q)
and with (5.59)
h_ 2t <ec. 5.63
Hz ZhHHl(Q) = (5.63)
Furthermore, we have
h_ _h < ch ot
‘ ZhH N I A Xy
and with (5.59)
h_ b <ec 5.64
HZ ZhHLOO(Q) = (5:64)
Now the assertion follows from (5.62)) with (5.57)), (5.58)), (5.63)), and (5.64)). O

The following lemma is an analogous estimate to ((5.17]) in L>°(£2).

Lemma 5.26. The inequality
1Sht — ShRAt| oo () < ¢h® A (||al] Lo () + [1Fall o< (@)
1s satisfied provided that Assumption 1s fulfilled.
Proof. Let £ € Q2 be an arbitrary but fixed point. Using the definitions above, we find
1Sua(€) = SuRnu(€)] = | (6%, Sui — SpFii )|
= ‘a (S’hﬂ — Sy Ryu, z,}f))

= ‘(z,’;,ﬁ—Rha)‘.
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5.2 Scalar elliptic state equation

Now, we can apply Lemma [5.23] and obtain

_ _ 2 (||.n h _ _
Sua(€) — ShRa(E)] < ch (thHmm 4] (m) ([l () + 1l z (@) - (5.65)
The assertion follows from (5.65) and Lemma O

The following L*-error estimates are new even in the case without corner singularities
and quasi-uniform meshes; see [95].

Theorem 5.27. Assume that Assumption holds. Let iy, be the associated state and
P be the associated adjoint state to the solution uy, of with state equation
on meshes of type with grading parameter p < \/2. Further, let uy, be the discrete
control constructed in . Then the estimates

19 = e < e I AP'? (11l oo ) + Iyl o o)) (5.66)
50 = Bllzoe(y < eh? A (Il o () + Ivallcoo(a)) (5.67)
i = @nll ey < h? bl (il oo () + 9l coe o)) (5.68)

are valid.
Proof. We start with

19 — YnllLe () = 15U — Sptn|| L~ )
< ||S@ — Spit|| oo () + [|Sh@ — SpRut| oo () + [|ShRRT — Shitn]| Lo (0)-

The first term was estimated in Theorem [£.4] Lemma delivers an inequality for the
second term. Theorem implies together with S| 12(q)—r~(@) < ¢, see Lemma 5.17
the estimate of the third term. Consequently, we find with the embedding C%?(Q) —
L>=(Q)

17— Gnll (o) < ch?|In h|/? (Hﬁ”co,a((z) + HdeLOO(Q)>
< k"’ (Jll oo (0) + lallcos () ) -
i.e., estimate (5.66]). The second inequality can be obtained similarly,

1P — Pnllzee @) = 157 (U — ya) — Sk (G — ya)ll ()
< 185 = va) = 5i(5 — v) @) + 1573 = )l ioeie
< ch? I B> 15 = yall o (g + b b (113l o) + Il oo (@) )

S Ch2 |1nh|3/2 (H’H’HCO’J(Q) + ||deC0,0(Q)> 9
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5 Error estimates for PDE-constrained Optimal Control Problems

by means of Theorem (5.66) and Lemma To prove the third inequality we use
that the projection operator Ilj;aa is Lipschitz continuous with constant 1 from L*°(Q) to

L>(Q). Therefore, we get
1 1
Mpaa (—=p ) — Myaa ( —=p
Uad < VP) Uad < yph>

< 1P = PullL=(0)
< ch? [ hf*"? (Jall oo @) + Iyallenr@ )

where we used ([5.68) in the last step. The superconvergence result is proved. O

vl = tp||pe() = v

L>=(Q)

5.2.1.3 Numerical tests

We illustrate our theoretical findings for the fully discrete approach by some numerical
tests. Therefore we consider the optimal control problem ((5.33|) with the Poisson equation
as state equation and the first-order optimality system

—Agy=u+f inQ, =0 on 01,

—Ap=y—yq inQ, p=0 on 9N,

The data yg and f are chosen such that the exact solution is given as
g(r, @) = (r)‘ - ro‘) sin Ay,
p(r,o) =v (T’\ - rﬂ) sin .

Weset a =8 = % and 1 = 1073, The problem is solved using the primal-dual active set
strategy. For details on this we refer to [81]. To evaluate the maximum norm of the error
we used not only grid points but also the nodes of a high order quadrature formula of
degree 19 implemented in the program package MooNMD [75]. In the following we study
the example in a convex and a nonconvex domain.

Example in a convex domain The domain € is defined as
3
Q= {(rcoscp,rsingo)T 0<r<1,0<p< 47r} ,

and therefore A = %. Table shows the computed errors ||a — | (o) and the
estimated order of convergence (eoc) for quasi-uniform meshes and for graded meshes with
pw=0.6< %; see Figure for an illustration of these meshes. While a convergence rate
of about A can be observed for p = 1, the approximation order is slightly smaller than 2
on the graded meshes. So mesh grading improves the convergence rate for the L*°-error
also in the case of a corner with an interior angle between 7 and .
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5.2 Scalar elliptic state equation

Figure 5.1: Convex domain with a graded mesh with y = 0.6 and a quasi-uniform mesh

(n=1).

Table 5.1: L*-error of the computed control @y in a convex domain.

nw=0.6 p=1
ndof value eoc value eoc
51 3.02e—02 4.63e—02
176 1.19¢—02 1.50 1.88e¢—02 1.45
651 4.12e—03 1.62 7.57e—03 1.39
2501 1.42e—03 1.58 3.02¢—03 1.36
9801 4.22¢—04 1.78 1.20e—03 1.35
38801 1.15e—04 1.89 4.79¢—04 1.34
74482 6.11e—051.94 3.09¢e—04 1.34
154401 3.01e—05 1.95 1.90e—04 1.34

Example in a nonconvex domain As a second example we set ) as

3
Q= {(rcosgp,rsingo)T 0<r<1,0<p< 2%}.

This means A = 2. In Table one can find the computed errors ||t — || L (o) on different

meshes with = 0.3 < %, pw=0.6 <A, and p = 1.0. For meshes with grading parameter
B < % one can see the predicted convergence rate slightly smaller than 2. Further one can
observe that a mesh grading parameter p € (%, )\) yields only a suboptimal convergence
rate % = % for the L*>-error. Notice that such a mesh grading was enough to get the
optimal convergence of second order for the L?-error (see [I5]). If no mesh grading is
performed (u = 1), one can observe a convergence rate of about . In Figure the
distribution of the L°°-error on a quasi-uniform and on an appropriately graded mesh is
shown. The mesh grading significantly reduces the error near the corner.

5.2.2 Prismatic domain

In this subsection we prove L2-error estimates on anisotropic meshes for the optimal

control problem ([5.33) with the state equation (4.43) with Dirichlet (4.44) or Neumann
boundary conditions (4.46)). The results of this subsection were originally published in
[18].
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5 Error estimates for PDE-constrained Optimal Control Problems

Table 5.2: L>°(2)-error of the computed control 4, in a nonconvex domain.

pn=0.3 pn=0.6 n=1
ndof value eoc value eoc value eoc
125 1.63e—01 8.18e—02 2.19e—01
286 7.61le—01 1.20 3.77e—02 1.23 1.34e—01 0.78
1071 2.30e—02 1.81 1.73e—02 1.18 6.67¢—02 1.06
4141  7.49¢e—03 1.66 7.99¢—03 1.14 4.15e—02 0.70
16281 1.97e¢—03 1.95 3.70e—03 1.13 2.60e—02 0.68
25351 1.29e—03 1.92 2.88e—03 1.12 2.24e—02 0.68
39501 8.29e—04 1.98 2.25e—03 1.12 1.93e—02 0.68
100701 3.34e—04 1.95 1.33e—03 1.12 1.41e—02 0.67
e
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Figure 5.2: Error distribution on a quasi uniform (left) and a graded mesh with p = 0.3.
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5.2 Scalar elliptic state equation

5.2.2.1 Regularity

Lemma 5.28. Let u be the solution of the optimal control problem with the state
equation with Dirichlet or Neumann boundary conditions (4.46|) and y = Su
and p = Pu the associated state and adjoint state. For both types of boundary conditions
one has i € C%7(Q), y € C*(Q) and p € C*7(Q) for some o € (0,)\), A = w/w. The
a priori estimates

9]l co.0@) < clltllze() < cllllcoo @y, (5.69)
Py < ¢ (Il + lyallcnr @) (5.70)

are valid.

Proof. For 0 < v <2 — % — o with p specified below the inclusion
V2P(Q) = Vi TP(Q) = WHTP(Q) < C%(Q) (5.71)

is valid. For the first embedding we have used [I13, Lemma 1.2]. The other inclusions
follow by the Sobolev embedding theorems and the fact that 2 — v — % > ¢. Taking the

decomposition § = 7, + ¥s into account one can conclude from Lemma yr € W2P(Q)
and ys € Vf’p(Q) for v > 2 — % — A. In order to be able to find vy such that

2 3
2———-A<y<2——-—o0, (5.72)
p p

we have to choose p such that 1% < A — 0. Since o < A, the condition p > ﬁ guarantees
the existence of a weight ~ satisfying (5.72)). With such a weight v we can write for

p>max (315, 5% ) and o < A

I9llcnr @y < ¢ (18 loor @) + 1 lcnr @)
< ¢ (1520 + 15 lwrqe)
< cllallpr ) < elltllpe (),

where we have used the embeddings (5.71)) and W??(Q) — C%9(Q) for p > 52 as well
as Lemma This proves the first inequality in (5.69). With the same argumentation
for p one gets

18l cow @y < ¢ (17 = yall L) < e (Hcho,o(Q) + ||de0070(§2))

where we have used the triangle inequality and the embedding C%?(Q) < L*°(Q) in the
last step. Together with the first inequality in this proves the assertion .
Inequality implies together with the projection formula that u € C%7(Q). The
embedding C%7(Q) < L>®(1) yields finally the second inequality of . O
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5 Error estimates for PDE-constrained Optimal Control Problems

Corollary 5.29. Consider the optimal control problem (5.33) with state equation :4.43}
and Dirichlet boundary conditions (4.44]) or Neumann boundary conditions 14.46: If
B > 1— X then there holds for i =1,2 and o € (0, \)

120l (@) < ¢ (lllzoe(o) + lyallcnr@ ) (5.73)

1060120y < e (o) + lualleoey) (5.74)
Proof. From inequality (4.54)) one has for some o € (0,1) the estimate

701l o) < ellg = all ooy < e (Illcos ) + Ialloon )

where we have used the triangle inequality in the last step. Now the proof of assertion

(5.73]) follows from inequality (5.69)). If we use the estimates (4.55)) and ([5.69), we can

conclude

103Dl Lo (@) < el — vall o) < ¢ (”?ch(s‘z) + HdeCOv“(Q)) ;

where we have utilized the triangle inequality in the last step. The estimate (5.69)) yields
then the assertion ((5.74). O

Lemma 5.30. Let u be the solution of the optimal control problem with the state
equation with Dirichlet boundary conditions (4.44)). For the associated state y = Su
and adjoint state p = St one has § € Vg’p(Q) and p € Vg’p(Q) for B >2—7/w—2/p.
The a priori estimates

17120y < elllloa; (5.75)
[Pl 20y < ¢ (lallzo(o) + lvallcnsa)) (5.76)

hold.

Proof. Since @ € L>(2) and L>=(Q) < LP(Q) for p € (1,00) it follows from lemma [4.15]
that y € Vﬁz’p(Q) for B > 2 — 7/w —2/p. The estimate (5.75) follows from that Lemma
with the same argumentation as in Lemma (comp. @) From Lemma ,
yq € CY9(Q) and C%7(Q) — L>(Q) one has § —yg € L°°(Q) and the same argumentation
as for g yields p € V;’p(Q) for 8> 2 — m/w — 2/p. The estimate

1Bl 2y < & (17y00) + Nally ey ) < € (Ilcoo@ + Ivallono@)

follows with the embedding C%7(Q) — V; P(Q). Inequality ((5.69) yields then the assertion
570). O
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5.2 Scalar elliptic state equation

Lemma 5.31. Let u be the solution of the optimal control problem with the state
equation with Neumann boundary conditions (4.46)). For the associated state §j = Su
and adjoint state p = Su one has y € W§’2(Q) and p € Wg’z(Q) for B >1—7/w. The a
priort estimates

||gHW62v2(Q) < C”aHLOO(Q)a (5.77)
1Pl 220 < € (oo + Nuallove @) (5.78)

hold.

Proof. From the computation

2 281,12 2 28
U = rPlul” dxe < ||[ul|% oo P dx
H ||”/'g;2(9) /&; | | = ” HL (Q)/Q

and the fact that the last integral is finite due to 28 > 2 — 27 /w > 0 one can conclude
the embedding L>°(2) — Wg 2(Q) With this embedding at hand we can apply Lemma

and get from u € L*°() the regularity y € W§2(Q) and the a priori estimate (5.77]).

From Lemma we know that § € C%9(Q) for o € (0, \) and therefore §j — yq € C%7(Q).
Since C%7 () — Wg’2(Q) it follows again from Lemma the inequality
Hﬁ”wgﬂ(g) <clly— yd||Wg’2(Q) sc (H?j - deCO’U(Q)) .

Applying the triangle inequality and using estimate (5.69)) yields the assertion (5.78)). [

5.2.2.2 Approximation error estimate in L%(Q)

In this subsection we assume that the prismatic domain €2 is discretized by an anisotropic
graded tetrahedral mesh as described in . The state and adjoint state equation are
discretized by a finite element scheme as introduced in Subsection 4.2.2] This means, the
approximate state y, = Spu is the unique solution of

ap(Yn,vn) = (u,vn)r2(0) Yon € Vo, for state equation (4.45) ,
an(Yn,vn) = (u,vp)2(0) Vop € V), for state equation (4.47)

with

Von = {v € C(Q) :v|p € Py VT € T}, and vy, = 0 on 00},
Vh:{UEC(Q):ﬂTG'Pl\V/TGTh}.

Similarly, the approximated adjoint state p, = S} (y — y4) is the unique solution of

ap(vn,Pr) = (Y — Yd,Vn)r2()  Von € Von for state equation (4.45)) ,
an(Vn,pr) = (Y — Ya,vn)r2()  Yvn € Vi, for state equation (4.47)) .
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5 Error estimates for PDE-constrained Optimal Control Problems

As in the sections before, we denote by Pyu = S;(Spu — yq) the affine operator that maps
a given control v to the corresponding approximate adjoint state py,.

Our aim is to prove that Theorem and Theorem hold in this situation. To this
end we check the Assumptions VAR[] and VARZ| and PPI}-PP{] from subsection
Notice, that we have in the notation of that subsection U = Z = L?(Q2), Y = H}(Q) in
case of Dirichlet conditions and Y = H'(Q) in case of a Neumann boundary (4.46)).
Furthermore, we have X = C%7(Q).

Since the boundedness of the operators S;, and S; play a role in both discretization
concepts, the variational discrete approach as well as the postprocessing result, we first
repeat the following lemma. Due to the fact that we do not operate on quasi-uniform
meshes the boundedness of the operator S}, is not obvious. The following lemma is proved
in [127, Subsection 3.6] by using Green function techniques.

Lemma 5.32. Let T}, be an anisotropic, graded mesh of a prismatic domain with parameter
p < A according to (2.13)). The norms of the discrete solution operators Sy, and Sj are
bounded,

1Skl L2 (@)=L @) < 1Skl 2 () Lee@) < 6
1Skl 2 ()= r2(0) < 1Sl 2 @)= 22) < 6
1Skl L2 () -y @) < ¢ 1Shll L2 @)=y @) < ¢

where c is independent of h.

Variational discrete approach Let us first consider the variational discrete approach
that has been introduced in Subsection 5.1.2.1]

Theorem 5.33. Let u be the solution of the optimal control problem (5.33|) with the state

equation (4.43)) with Dirichlet (4.44) or Neumann boundary conditions (4.46) and u;, the
solution of the corresponding variational discrete problem (5.8) on a mesh of type (2.13))

with grading parameter p < \. With the associated states §j = Su, y; = Spu; and adjoint
states p = Pu, p; = Pyuy the estimates
I — a5 || 12y < ch® (|0l r2@) + lvall2@) -
17— Gillz2) < cb® (lall 20 + vl r2@)) »
15 — Bl r2@) < cb® (lallp2) + lvallz2@)

hold with a constant ¢ independent of h.

Proof. Lemma [5.32] proves Assumption VAR[I], Theorem and Theorem prove
Assumption VARP} Notice, that here S, = S}. The application of Theorem [5.7] yields the

assertion of this theorem. O
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5.2 Scalar elliptic state equation

Postprocessing approach Now we are interested in the postprocessing approach intro-
duced in Subsection [5.1.2.2] In detail, the approximate optimal control iy, is the solution of
and the improved approximate optimal control @ the projection of scaled discrete
adjoint state in the set of admissible controls. As Assumption PH]I]is already proved
in Lemma [5.32] and the finite element error estimates of Assumption PP2| are shown in
Theorems and we continue with the proof of Assumptions PP3|and PPd] We
first concentrate on Assumption PPB| For that proof we give a number of auxiliary results
before the assumption can be shown in Lemma Some of them were already stated
in [127] and we refer for proofs to this thesis. We give proofs here only in those cases
when changes are necessary due to the weaker mesh condition g < A in comparison with
p < min{\, % + 5} in [127], or when the proof in [127] is restricted to an analogy argument
to a further result.

Before we recall the approximation properties of the operators Ry and @y, defined in (5.15)
and ([5.16)), we introduce the sets

K,= |J T and K =0\K. (5.79)
{TGThZ’I‘T:O}

Notice, that according to (2.13)) the number N of elements in K is O(h~!) and therefore
|Ky| < eNR?/#HL = cp?/1,

Lemma 5.34. [127, Lemma 3.24] Let T}, be a conforming anisotropic triangulation
satisfying equation (2.13)). Then there holds

T2 ey G D fll 2y for | e HA(T)
< QT X2 021 RPID* fllpoo (1) for f e Whe(T)
| Tl fll zoe () for f € L=(T).

Lemma 5.35. [127, Lemma 4.13] The inequality

[ =Ry

1@Qnf = Bufllreery < |TM27H2 > " h§ | D fl oy
la|=1

holds for all f € WYP(T) with p > 3.

Proof. By the definition of (), and R}, one has

ot [ - -
[ @ -muppas= [ |0 [ r-muac| as=pit| [ 1= Rasag

which leads to

|1Qnf — Rufllrzery < 17742 : (5.80)

/Tf—Rhfdx
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For any w0 € Po(T') we can conclude

[ ranae=i21 [ (7~ iy =171 [ (7 i)~ B - i) do

<d7||f - w”;;oo(f) <d7||f - w”wl,p(:ﬁ)

where we have used the embedding WP (T ) — L>(T ) for p > 3. Now we can apply the
Deny-Lions lemma and get

/% (f = Buf) de < T flyrnipy < TIPS 01D Fllinery

la|=1
which, together with estimate (5.80)), yields the assertion. O

Corollary 5.36. [127, Corollary 4.16] Let the mesh be graded according to (2.13|). Then
the estimate

1Qnw — Rywl 12,y < ch? (0wl po(rc,) + 02wl Lo,y + Ir ™ Oswll Lo (s, )
holds for all w € WYP(K) with r 03w € LP(Ks) and p > 3, p > ﬁ
Corollary 5.37. Let the mesh be graded according to (2.13|). Then the estimate

|Qnw — Rywl|2k,y < ch? (lw!V;_gH(KT) + 105wy gy + ||a33w||L2(KT))

holds for all w € H*(K,).

Proof. The proof is taken from [127, pages 48f. and 23]. From the definition of @}, one has

|Qrw — Rth%?(KT) = Z |Qrw — Rth%Q(T)
TCK,

= > I7I™!

TCK;

2

/ w — Rpw) dx

We apply Lemma [5.34] and get

1Qnw — Rpw||Fagiey < D ITITH [ Y h§ITIM? D% 0| Loy

TCKy |or|=2
2
<c ) | D0 hglID wl e
TCKr |[|al=2
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5.2 Scalar elliptic state equation

Since rp > 0 for an element 7' C K, it follows with (2.13))

2 2
2—2
1Qnw — Rhw”%%[@) < ch? E , T'r uE :E :HaiijLQ(T)
TCK, i=1 j=1

2 2
g Y (103w 2y + Hazsstm(T)]
=1

2
< eh (wlyza )+ 1Bswlyae o)+ 103w r2gic,)

Extracting the root yields the assertion. O

The following lemma includes a stronger result in comparison with [127, Corollary 4.16].

Corollary 5.38. Let the mesh be graded according to (2.13)). Then the estimate
Qnw — Rpwl|p2(x,) < ch?||Vwl| poe ()

holds for all w € W1°(K).

Proof. One can conclude from the Definition of )}, and Lemma

2
lQnw — Rpwl|72sy = > / [|T|_1/w—Rhwd£} dx
T T

TCK;
2
= Z 7|~ [/ w—Rhwdf]
TCK, T
2
<e > AT Y2 WD wl| ooy
TCK;s |a|=1

If one takes into account that # K < ch™! it follows
1Qnw — Ryw| 72 g,y < ch* MK V[T oo g,y < ch*P2H V] .-

Since p < 1 this yields the assertion. O

Now we are able to prove Assumption PP@|in the following lemma.

Lemma 5.39. Let the mesh be graded according to (2.13|) with u < \. Then the inequality

1QnD — Ripllr2(0) < ch? <||ﬂ||coyv((z) + ||yd||0070(§2))

holds.
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Proof. We write

1RnD = QnbllZ2(q) = 1RhD — Qubl 72,y + | Brd — Qubl|72 (k- (5.81)

with K, and K, as defined in (5.79). In the following we choose p such that p > 3
and p > ﬁ According to (4.49) we split p in a singular part ps and a regular part
pr € W2P(K,) such that p = ps + pr. For the singular part we get from (5.81]) and the
Corollaries [5.36] and [5.37] the estimate

_ _ 2 () _ _ _
HthS - ths”LQ(Q) < ch (’ps‘v;_vé#(Kr) + |83ps|vll_,2M(Kr) + |833pS|V0072(KT)

+ [|01Dsl e (k) + 102Ds e (k) + H3325s||vff(K5)>
< ch?||§ — yall oo (5.82)

where we have used the estimates (£.50)—(4.52) in the last step. Since W2P(Q) — H?(Q)
and W2P(Q) < Wh%°(Q) (comp. Theorem [2.13)) it follows from (5.81)) and the Corollaries

(.37 and [£.38
| Ripr — Quprll2(0)
2 ( _ _ _ _
<ch (’pr|v22;22u(KT) + ’63pr|V11;2M(KT) + |833pr|V0072(KT) + ||vpr||L°°(Ks))
< ch?|1g — yall o) (5.83)

where we have used in the last step the a priori estimates of Lemma and |4.16}
respectively, and the estimate (4.53]). Since

|[Rrp — Qnpllrz(e) < [[Bhbs — Qnbsllz2) + |1 BrDr — Qnbrllz2(0)
one can conclude from ((5.82)) and (5.83))
|1RnD — Qndll i) < ch®l17 — vall Lr(o)-

Finally it follows from the triangle inequality, the embedding C%?(Q) < LP(Q) and
Lemma [5.28

| Rhp — Qnbllr2(0) < ch? <||ﬁ||co,v((z) + ||yd||00»a(ﬁ))

what is the assertion of this lemma. O

It remains the proof of Assumption PPl The proof of this assumption uses the boundedness
of ¥V p for B > 1 — X stated in Corollary In [127] this boundedness was only proven
for 5 > % — A. Our improvement allows us to weaken the grading condition from
p < min{\,5/9+ A/3} as it is given in [127] to u < A. Notice, that the condition p < A
was also necessary to get optimal convergence of the finite element approximation of the

state equation (comp. Theorems and and also [6]).
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5.2 Scalar elliptic state equation

From the projection formula one can see, that there may be elements where the
optimal control & admits kinks. For such an element T one cannot assume that the
restriction |7 is contained in V; ’2(T ). Consequently, a special treatment is necessary
during the error analysis. Therefore we split the domain € in two parts,

K = U T, Ky:= U T. (5.84)
TeT,ag¢Vy*(T) TET,:acVy*(T)

Clearly, the number of elements in K; grows for decreasing h. Nevertheless, it is quite
reasonable to assume that the boundary of the active set has finite two-dimensional
measure, i.e.

|K1| < ch. (5.85)

Notice, that this is a weaker condition than #K; < ch™2 as it is required in [127]. For a
detailed discussion on this, we refer to [127, Lemma 4.7].

Lemma 5.40. Let Tj, be an anisotropic, graded mesh satisfying (2.13) with p < A. Let
u be the solution of the optimal control problem (5.33|) with the state equation (4.45) or
(4.47). Then the estimate

(Quit = Ratyvn) 2y < eh?onl ooy (1l o) + 1l o)

holds for all vy, € V.

Proof. We follow the lines of the proof of Lemma 4.10 in [127]. Since the mesh grading
condition is weakened from p < min{)\,% + %} to 4 < A a detailed proof is given.
Furthermore, modifications are necessary to cover also the Neumann case. We split the
domain €2 into three parts, where @ has different regularity, K1, = K1\Ks, Ko, = K2\ K
and K. One has

/th(Qhu - Rhﬂ) dz < Z th\Loo(T)/(u — Rhﬂ) dz.
T

TeT,

If we apply Lemma on each sub-domain to the integral, we get

/Q on(@ui— Ry dz < S Jonlleqn T2 S 041D 2y

TCK2,7‘ |Oé‘:2

+ Z lvall oo (1 || Z h || D[ oo (1) (5.86)
TCKi1,r la|=1

+ ) lonllzee @y 1T oo ) -
TCK.,
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5 Error estimates for PDE-constrained Optimal Control Problems

We estimate the three terms on the right-hand side separately using (2.13). For the first
term we have

> Mwnllzee | T2 Y REI DYl 2y

TCKa,, |ae|=2

2 2
<cllonllpoe sy ) [ K22 | 020D P05l 2 s,

i=1 j=1
2
+ B2 e Mg o x, ) + h2H833u|]L2(K2,T)> : (5.87)
i=1
The second term can be estimated by using (2.13]),
Z [vnl oo () I 7| Z h|| DYl oo (1)
TCKi1,» la]=1
2
< chllvnllpe) > IT| (Z ="yl Loy + ||33ﬂ||L<>o(T)>
TCKy,» i=1
2
< ch||vp]| Lo () [ K1 x| (Z P 05| oo (¢, ) + H83U||L°°(K1,7-)>
i=1
2
< ch?||vnl| = () (Z I35 oo 16, ) + ||03TLHLOO(K1,T)> : (5.88)
i=1

The last step is valid since | K| < c¢h (comp. (5.85])). The third term yields

D lonllzeeny Tl Loy < 1Ksll[onll oo @1l o (i)
TCKs

< ch?|Jon | oo @) 18| Lo (1) (5.89)

since |Ks| < ch?/* < ch?. We can further utilize the projection formula (5.6) and substitute
u by —%ﬁ in the above norms, because % is either constant or equal to —%]5. Then the

inequalities (5.87)), (5.88) and (/5.89)) yield together with (5.86)) the estimate

C
/th(Qhﬂ — Rpu)dr < ;hQHUhHLOO(Q)'

2 2 2
SO P00l 2,y + Y I 0l 2,y + 1033l 12k ) (5.90)
i=1 j=1 i=1
2
+ ) e 0Pl ooy ) + 103Dl oo (i) + V”“HLW(KQ) : (5.91)
=1
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5.2 Scalar elliptic state equation

In order to estimate the L2-norms in (5.90)), we split p according to ([4.49)) in a regular
and a singular part, p = p, + ps. Then we apply Lemma [£.17 for p = 2 with 8 =2 — 2.
This is possible since ¢t < A < 1 and therefore 2 — 2 > 2 —- X —1=1— A. Notice that one

has for the regular part |[r“p; | g2(q) < cl|prllg2(q) as long as o > 0. For the estimate of
the L*>°-norms in (5.91)), we apply Corollary We end up with

/ vh(Qhﬂ — Rhﬂ) dx <
Q
ch?jon ey (19— vall 2oy + 15 = vallooo @y + Nl (o)

for a o € (0,1). If we use the triangle inequality, the embedding C%?(Q) — L>®(Q) —
L?(2) and estimate (5.69) the assertion is shown. O

Now we are ready to summarize the results in the following theorem.

Theorem 5.41. Let u be the solution of the optimal control problem (5.33|) with the state

equation or and uy, the corresponding discrete solution of on a mesh
of type with u < A. Furthermore, let § = Su, p = Pu, yn = Spun, pp = Prup be
the associated states and adjoint states and uy, be the postprocessed control constructed by
(5.14). Then the estimates

15— Unllr2) < ch® (HﬂH(;o,o(Q) + HZ/dHco,a(Q))
15— 2y < eh? (lallcoay + lvallcona)
i = @l 2@y < eh? (Jlllco gy + Ivallooe )

hold true.

Proof. The assertion follows from Theorem Assumption PP[I]is proved in Lemma

Assumption PP2|in Theorem [£.23] and respectively, Assumption PP3in Lemma
and Assumption PP in Lemma [5.40 O]

Remark 5.42. Winkler proved in his thesis [127] second order convergence for a spe-
cial type of mixed boundary condition under the stronger mesh grading condition p <
min{\,5/9 + A/3}. For a discussion on the grading condition we refer to page and
also [127, Remark 4.11].

Remark 5.43. Apel and Winkler proved in [19] the result of Theorem for domains
with corner- and edge singularities and appropriately graded isotropic meshes. In detail,
the mesh was chosen such that the condition

hp ~ RYE for rp =0,

hp ~ hr;“ for rp0 >0
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5 Error estimates for PDE-constrained Optimal Control Problems

is satisfied, where hp denotes the diameter of the element 1" and rp its distance to the set
of singular points. The grading parameter p had to fulfill the three conditions

1 1 1 1
n < 5 + 5)\1;, < )\e, < g + 5)\6- (592)
Here A\, and A, denote particular eigenvalues of certain operator pencils that correspond
to the corner- and edge singularities, respectively. As in the case of anisotropic refinement,
a weaker condition, namely

1
(4 < min {2 + Ao, )\e} (5.93)

is sufficient to get an optimal convergence rate for the boundary value problem [I1]. Let
us quickly describe where the additional conditions u < % + %Ae and p < % + %)\U come
from in [I9]. In that paper the boundedness for r®Vp was proved for

4
B > max {3 — e, 1 — )\v} (5.94)

by the use of Sobolev embedding theorems. In the proof of Lemma 4.5 in [19] one needed
the boundedness of 7272#Vp. This resulted in the condition 2 — 2y > max{% —Ae, 1 — A},
ie. pu< min{l + %)\e, % + %)\v}. With an analogous argumentation as in Lemma and
Corollary one can prove that r?Vp is already bounded for

B >max{l — A, 1—)\,}
as long as the desired state is in C%“(Q). This means a smaller weight than stated in ([5.94))
is sufficient to compensate a possible edge singularity. Consequently, the condition in the
proof of Lemma 4.5 in [19] reduces to 2 — 2 > max{l — A.,1 — A\, }, what is fulfilled by
values of p that satisfy p < min{% + %/\e, %—I— %)\U}. Since A\ < 1 the condition p < %—I— %/\e

is weaker than p < A.. Therefore one gets second order convergence on isotropic graded
meshes already for a grading parameter u satisfying

1 1
n < mln{2 + 2)‘1)7)\6}

what is of course a weaker condition than the original condition (5.92)). Notice, that this
condition is still slightly stronger than condition (5.93)).

5.2.2.3 Numerical tests

We illustrate the theoretical findings of this subsection by two numerical examples.
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5.2 Scalar elliptic state equation

Table 5.3: L2(Q)-error of the computed control @y, state 7, and adjoint state py, for
Dirichlet boundary conditions on anisotropic graded meshes (u = 0.4)

ndof ||@ —ayp| eoc ||g — yn|| eoc ||p— pn| eoc
224  2.31e—01 1.31e—02 2.58e—04

2349 6.58¢—02 1.60 3.72e—03 1.60 8.89e¢—05 1.36
21299 1.74e—02 1.81 1.08e—03 1.68 3.47¢—05 1.28
74849 7.80e—03 1.91 5.19¢—04 1.76 1.79e—05 1.59
180999 4.37¢—03 1.96 2.99¢—04 1.87 1.05e—05 1.81
357749 2.79¢—03 1.97 1.94e—04 1.92 6.84e—06 1.88
623099 1.94e—03 1.98 1.35e—04 1.94 4.80e—06 1.91
995049 1.42¢—03 1.98 9.98¢—05 1.96 3.55¢—06 1.94

Dirichlet boundary conditions We consider the optimal control problem ([5.33)) with
the state equation

—Ay=u+f in Q, y=0 on 0L.

The domain €2 is chosen as
Q={(rcosp,rsing,z) ER*:0<r < 1,0 < <wp,0<z<1}.
The functions f and yg4 are defined such that

4(r, 0, 2) = 2(1 — 2)(1”* — %) sin A,
p(rp,2) = vz(1 — 2)(r* — r¥) sin g,

1
u(r, ¢, z) = I[_0.05,10.0 <—yﬁ>

is the exact solution of the optimal control problem. We set wy = %ﬂ', v = 1073 and

a= % Furthermore, we have A = = = 1%.

In Table one can find the values for the errors || — @20y, 17 — Unllr2@) and
P — Pnllr2(q) as well as the estimated rates of convergence for different numbers of degrees
of freedom on an anisotropic graded mesh with ¢ = 0.4. One can observe the predicted
convergence rate of 2 in all three variables. Table shows the values for quasi-uniform
meshes (= 1). The convergence rates are significantly less than 2, but larger than the
rate of 2\ = 12/11 as expected from the theory. However this is an asymptotic result for
a region near the edge. Nevertheless, a comparison of both tables reveals a significant

improvement of the convergence rates on appropriately graded meshes.

Neumann boundary conditions As second example we consider the optimal control

problem (5.33)) with the state equation
dy

7 =0 on 9.

—Ay+y=u-+f in Q,
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5 Error estimates for PDE-constrained Optimal Control Problems

Table 5.4: L?(Q)-error of the computed control @y, state 7, and adjoint state py, for
Dirichlet boundary conditions on quasi-uniform meshes (x = 1.0)

ndof ||@ —ayp| eoc  ||§ — yn|| eoc ||p— pn| eoc
224 1.37e—01 6.28e—03 1.64e—04

2349 3.71e—02 1.67 1.96e—03 1.48 6.13e—05 1.26
21299 1.21e—02 1.52 7.97¢—04 1.23 2.86e—05 1.04
74849 6.42e—03 1.52 4.76e—04 1.23 1.67e—05 1.29
180999 4.17e¢—03 1.47 3.31e—04 1.23 1.13e—05 1.34
357749 3.02e—03 1.42 2.52¢—04 1.21 8.30e—06 1.34
623099 2.34e—03 1.38 2.02e—04 1.19 6.50e—06 1.32
995049 1.89¢—03 1.37 1.68e—05 1.19 5.30e—06 1.32

We choose €2, wg, v and « like above in the case of Dirichlet boundary conditions. The
functions f and y4 are defined such that

2
glryp,z) = (3z3 — 22> (7“/\ —7Y) cos \p,

2
p(ryp,z) =—v <3z3 - 22> (r — %) cos Ap,

_ 1_
u(r, ¢, 2) = [ 0.05,10.0] <—VP>

is the exact solution of the optimal control problem.

Tables and show the values for the errors ||u — tnllz2(0), ¥ — Ynllr2(@) and
P — Prllr2(q) as well as the estimated rates of convergence for different numbers of degrees

of freedom for graded and quasi-uniform meshes, respectively. On the graded meshes
(= 0.4) one observes a convergence rate of 2 in all three variables as predicted by the
theory. On quasi-uniform meshes (u = 1) the convergence rate in the control is about
2\ = 12/11 = 1.09. The rates for state and adjoint state are slightly better but still
significantly smaller than two. This means that mesh grading yields also in this case a
markable improvement in the error reduction.

5.2.3 Nonsmooth coefficients

In this subsection we consider the optimal control problem (5.33)) with state equation (4.79)).

5.2.3.1 Regularity

As one could already observe for the boundary value problem the regularity properties
in the subdomains §2; are similar to those of scalar elliptic equations in corner domains.
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5.2 Scalar elliptic state equation

Table 5.5: L%(Q)-errors of the computed control iy, state g, and adjoint state pj for

Neumann boundary conditions on anisotropic graded meshes (u = 0.4)

ndof

lu— @nl eoc

1y — 9l eoc

Ip — Dal| eoc

576
3751
26901
87451
203401
392751
673501
1063651

3.86e—02

1.19¢—02 1.88
3.34e—03 1.94
1.54e—03 1.98
8.78¢—04 1.99
5.67e—04 1.99
3.97e—04 1.98
2.94e—04 1.98

4.12e—03

1.15e—03 2.04
3.02—-04 2.04
1.36e—04 2.03
7.70e—05 2.02
4.94e—05 2.02
3.44e—05 2.02
2.53e—05 2.02

3.62e—04

9.33e—05 2.17
2.35e—05 2.10
1.05e—05 2.05
5.92e—06 2.04
3.79e—06 2.03
2.63e—06 2.03
1.94e—06 2.02

Table 5.6: L%(Q)-errors of the computed control iy, state g, and adjoint state pj for

Neumann boundary conditions on quasi-uniform meshes (x = 1.0)

ndof

lu— anl eoc

1y — 9| eoc

Ip — Dal| eoc

576
3751
26901
87451
203401
392751
673501
1063651

4.61e—02

1.79e—02 1.52
8.15e—03 1.20
5.27e—03 1.11
3.88e—03 1.09
3.06e—03 1.08
2.52e—03 1.08
2.13e—03 1.08

5.28e—03

1.82e—03 1.71
7.50—-04 1.35
4.63e—04 1.23
3.33e—04 1.18
2.58¢—04 1.16
2.10e—04 1.14
1.77e—05 1.13

4.78e—04

1.50e—04 1.86
5.26e—05 1.59
2.99e—05 1.44
2.04e—05 1.36
1.53e—05 1.31
1.22e—05 1.27
1.01e—05 1.25
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5 Error estimates for PDE-constrained Optimal Control Problems

Only the computation of the singular exponent differs. We summarize the regularity in
the whole domain 2 in the following lemma.

Lemma 5.44. For the solution u of the optimal control problem (5.33|) with state equation
1) and the associated state § = St and adjoint state p = Su one has u € Cc%(Q), 5 €
(e V;’p(Q) and p € C*7(Q) N V’p(Q) for some o € (0,1], for all p € (1,00) and
B >2—X—2/p with A according to (4.82). The a priori estimates

17llco. @) + 1Flly2r(q) < clltllze(e) < cllilleos (@)
1Pllco. (@) + P2y < ¢ <||ﬂHc0’a(Q) + ||Z7d||co,o(ﬁ))
hold for all p € (1,00) and B >2— X —2/p.

Proof. To prove the assertion one can apply the same argumentation in every subdomain
Q;,i=1,...,n, as in Lemma [5.16| using Lemma |4.26| instead of Lemma [4.1 O

Corollary 5.45. Forp < 2/(1 — \) the estimate

Blhwrrc@) < e (lllco oy + alleo @ )
holds. Furthermore, the inequality

1715y < @ (@lleno + IFallco )
s true for B >1— A.

Proof. For p < 2/(1 — \) one can choose 5 =1 in Lemma such that the embedding
V;’p () — VEAP(Q) — WIP(Q) yields the first assertion. For the second assertion we
refer to the proof of Corollary 1 in [I5]. The same arguments can be applied in every
subdomain €2;, 2 = 1,...,n, and the desired inequality follows directly. ]

5.2.3.2 Approximation error estimates in L?(Q)

Let the domain (2 as introduced in Section be discretized by an isotropic graded mesh
as described in ([2.12]). We assume again that the triangulation is aligned with the partition
of  (comp. Subsection 4.3.2)). The approximate state y, = Spu is the unique solution of

ar(yn,vn) = (usvp)r2)  Yon € Von

with bilinear form ay from (4.81f) and Vpj, defined in (4.83]). The approximate adjoint state
pr = Sp(y — yq) is the unique solution of

ar(prsvr) = (Y — Ya, vn)r2()  Von € Von-
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5.2 Scalar elliptic state equation

Again Py is the affine operator that maps a given control u to the corresponding adjoint
state pp, Pru = S;(Shu — yq)-

In the following we show that Assumptions VAR[I and VAR as well as PP[I}-PP{] hold
and therefore the error estimates of Theorems [5.7] and are valid. Although the proofs
are similar to those in the sections above we use this example to illustrate how one can
profit from the general formulation in Section [5.1} The assumptions given there allow to
extend the results very easily to the case where the interface problem of the Laplacian
serves as state equation. The basis has been formed in Section [4.3] with the regularity
results and finite element error estimates for the state equation.

Since the regularity parameter \ can be smaller than 1/2 it is important to guarantee
the boundedness of S; and S} also in this case. The proof of Lemma works also for
discontinuous coefficients in the differential operator. This means this lemma holds true
also on meshes with © < X and S}, and S} being the solution operator for the discretized
interface problem. Consequently, Assumptions VAR[] and PP hold true.

Variational discrete approach We can directly formulate the error estimates for the
variational discrete approach introduced in Subsection [5.1.2.1

Theorem 5.46. Let u be the solution of the optimal control problem with the state
equation and uj, the solution of the corresponding variational discrete problem
on a mesh of type with grading parameter y < X. With the associated states y = Su,
Uy = Swuy, and adjoint states p = Pu, p; = Ppuj the estimates

17— 5 || 2y < ch® (|l r2@) + lvallr2@) -
17— Uil r2) < cb® (lall 2@ + lvallz2@) »
15 — Pillrz2) < cb® (lallrz@) + lvallz2)

hold with a constant ¢ independent of h.

Proof. We have verified Assumption VAR[] above. The finite element error estimates of
Assumption VA are proved in Theorem taking into account that Sj = S}. Then
Theorem yields the assertion. O

Postprocessing approach For the postprocessing approach of Subsection [5.1.2.2] it
remains to check Assumptions PPBIPPY] since Assumption PP2| is already proved in
Theorem [£.29]

Indeed, the proofs of Assumptions PP and PP are very similar to the case treated in
Subsection Nevertheless we sketch them here since one does not have to exploit
anisotropic features as in the case of edge singularities such that the proofs may become
clearer.
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5 Error estimates for PDE-constrained Optimal Control Problems

Before we state the next lemma, we should mention that Lemma holds true in the
two-dimensional setting, too [I5, Lemma 5]. Furthermore Lemma holds already for
p > 2 since L®(Q) — WP(Q) for space dimension two.

As in Subsection we use the sets
K,= |J T and K,=Q0\K.
{TGThZ’I‘T:O}

Lemma 5.47. The estimate

1QnD — Ridllr2(0) < ch? (||t oo + [1all = (0))
is true on a mesh of type (2.12) with grading parameter p < X.

Proof. We split
1Qup+ Ripllizy = D QP+ Riblizery + D 1Qup+ Riplliaer).  (5.95)
TCK, TCKs

For T € K, we can write with the use of [I5, Lemma 5]
2

1
~ 2 1 L 4512
Hth—i-thHLQ(T) = IT] ‘/T(p Rpp)dz| <ch ‘p’V22L22u(T)'
This means
1/2
QB + Rupll 22,y < ch? ( > Ip!%/;,z%m> < ChZHﬁHvSf%(Q)- (5.96)
TCK,

In the following we choose p > 2, p > 1/(1 — u) and p < 2/(1 — A). This is possible since
A > 0. Now we can apply Lemma [5.35| and get

D 1Qwp = Bubll ey < Y 1T */Phglpliyn

TCKs TCKs
4—4 —12
<e > hp Pl
TCK
£ 2/p
(4-4/p)p=2 | 7 _
gc(z IS ) S Bl
TCKs TCKg

where we have used the Holder inequality in the last step. Since K contains only a finite
number of elements we can conclude from (2.12) and 1 —1/p > p

2/p
4-4/p
Hth* Rhﬁ”%ﬁ([(s) <ch » ( E ‘ﬁ|€‘/1,p(T>) < Ch4|ﬁ|$/vl,p(g)-
TeK,

This yields together with (5.95) and (5.96) and the a priori estimates of Lemma and
Corollary the assertion. O
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5.2 Scalar elliptic state equation

As for the proof of Lemma we split the domain € into two parts,

Ky = U T, Ky:= U T.

TeT,:ugVy %5, (T) TET,:aeVy %, (T)
We assume again (comp. ([5.85))
| Ky | < ch. (5.97)
Lemma 5.48. The estimate
(Qnii — Ry, vp) r2(0) < ch®|[vnll o () (|1l oo + lyall L) Y, € Von

holds on a mesh of type (2.12|) with grading parameter pu < .

Proof. We introduce the domains K, = Kl\f(s and Ky, = Kg\f(s and do the same
splitting as in the proof of Lemma compare ([5.86)). With Lemma and (2.12)) one

can conclude

S lonllzer) /T (a—Raw)dz <c 3 llonllpoocryhlalme

TCKQ,r TCKQ,r
< chonlle@) Yo lalyze o (5.98)
TCKQ,T g
2 1/2)~
< ch?[on | ooy Ko | Pl 22 - (5.99)

With the use of Lemma and (5.97) it follows

> thHLoo(T)/(U—RhU)dCUS > lonll ooy | Tl ()
TCKy,, T TCK1,

< ch?||op]| oo () |7 .o () - (5.100)

Finally we estimate for the elements at the corner

> ||Uh||Loo(T)/(ﬂRhﬂ) de < ¢ Y |T|Jonll oo 1] poo )

TCK, T TCK,
< ch?|Jop | oo @) 18]l Lo (02) (5.101)

where we have used the fact that K contains only a finite number of elements independent
of h. Since 4 is constant on the active parts and equal to —p/v on the inactive part, we
can substitute 4 with p in the seminorms in inequalities ((5.99)) and (5.100). The a priori

estimates in Lemma and Corollary yield then together with (5.99)—(5.101) and
the splitting (5.86[) the assertion. O

We summarize the results in the following theorem.
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5 Error estimates for PDE-constrained Optimal Control Problems

Theorem 5.49. Let u be the solution of the optimal control problem (5.33|) with the state
equation and up, the corresponding discrete solution of on a mesh of type
(2.12) with u < A. Furthermore, let y = Su, p = Pu, y, = Spun, pn = Spup be the
associated states and adjoint states and uy; be the postprocessed control constructed by
(5.14). Then the estimates

15— Ballza@ < eh? (IEllens @) + lyallcos))
15— pallzzy < eh? (llleor o + Ivalleor )
@ = @nllay < b (lalleonoy + Iallcos )

hold true.

Proof. The assertion follows from Theorem Assumption PP is verified on page [127
Assumption PP2|in Theorem Assumption PP3|in Lemma and Assumption PP
in Lemma [5.48 O

5.2.3.3 Numerical test

We consider the optimal control problem (5.33)) with the state equation (4.79)),

—kiAy;i = ui + fi inQ;, =123,
Yi(r,wi) = yiy1(r, wi) 1=1,2,
oy; , O )
kzM Iki+1M i=1,2,
a(p a(p
y=0 on 09,

and set
. 2 . ™ .TC .
Qi:{(rcosgp,rsm«p)ER 0<r<1, (z—l)g<<p<zg} for i =1,2,3,
ky = ks =1, ky = 50,
™

W1:WQ:(U3ZE.

In [I00, Example 2.29] it is shown that the smallest positive solution A of (4.82)) fulfills a
trigonometrical equation. We used this fact to compute A in our case as A = 0.31569. The
data f and yg are chosen such that

_ 1_ 1 . T
Gi = —p; = —(r* —r?/?) sin <w<p> ,

v k; i

_ 1_
w; = Ij_0.3,10] <—Vpi)
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5.3 Stokes equations as state equation

I

I

Figure 5.3: Graded mesh with ¢ = 0.3 and quasi-uniform mesh (@ = 1).
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il

W

|

meshes (4 = 0.3)

Table 5.7: L%(Q)-errors of the computed control @y, state 7, and adjoint state pj, on graded

ndof

|lu — ap|| eoc

1y — | eoc

Ip — Dal| eoc

126

951
2301
6567
23126
93126
373751
1497501

1.85e—01

4.96e—02 1.78
1.23e—02 1.95
4.39e—03 1.97
1.26e—03 1.98
3.15e—04 1.99
7.87e—05 1.99
1.96e—05 2.00

2.40e—02

6.38e—03 1.80
1.63e—03 1.91
5.85e—04 1.96
1.68e—04 1.98
4.21e—05 1.99
1.05e—05 2.00
2.63e—06 2.00

2.39e—04

7.42e—05 1.58
1.99e—05 1.84
7.19e—06 1.94
2.08e—06 1.97
5.20e—07 1.99
1.30e—07 1.99
3.25e—08 2.00

is the exact solution where v = 1073. On graded meshes with © = 0.3 < X one gets the
predicted convergence rate of 2 for the L2-error in control, state and adjoint state, see
Table On quasi-uniform meshes (1 = 1) one observes a reduced convergence rate of
approximately 1 + A, see Table An example of the corresponding meshes is given in
Figure |5.3

5.3 Stokes equations as state equation

In this section we consider the optimal control problem ([5.1)) with the Stokes equations as
state equations. The notation in Section [5.1]is motivated by the standard notation for the
case of a scalar elliptic state equation. In the Stokes equations there occur velocity and
pressure, such that the state in the optimal control problem has actually two components.
As we may distinguish between velocity and pressure we slightly change the notation
compared to Section As in Section [£.4] about the finite element error analysis of the
Stokes equations we denote by v the velocity field and by ¢ the pressure. The velocity
field v plays the role of the state y in Section Consequently, we substitute y; by vgq,
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5 Error estimates for PDE-constrained Optimal Control Problems

Table 5.8: L2(Q)-errors of the computed control iy, state 7, and adjoint state pj on
quasi-uniform meshes (u = 1.0)

ndof

|lu — up|| eoc

1Y — nll eoc

Ip — pal| eoc

126

551
2301
6567
23126
93126
373751
1497501

5.28e—02

1.63e—02 1.59
6.13e—03 1.37
3.03e—03 1.34
1.30e—03 1.35
5.17e—04 1.32
2.07e—04 1.32
8.28e—05 1.32

3.52e—02

1.42e—02 1.23
5.71e—03 1.27
2.90e—03 1.29
1.28e—03 1.30
5.13e—04 1.31
2.06e—04 1.31
8.27e—05 1.31

8.79e—05

2.51e—05 1.70
7.78e—06 1.64
3.47e—06 1.54
1.39e—06 1.45
5.31e—07 1.38
2.09e—07 1.34
8.32e—08 1.33

such that the optimal control problem (5.1]) reads as

J(u) = rn[ijnd J(u)
‘1 ) _ (5.102)
J(u) = §HSU - UdHL2(Q)d + §HUHL2(Q)'

Here, S is the solution operator of the Stokes equations

—Av—Vqg=u in Q,
V-v=0 in Q,
v=1_0 on 0},

and maps the control u to the velocity v. As in the scalar elliptic case, we assume the
desired velocity field vq to be Hélder continuous, i.e. vq € C%7(Q)9, o € (0,1). As for the
adjoint state the same notational problems occur as for the state, we introduce w and r as
adjoint velocity field and adjoint pressure, respectively. Then the adjoint problem reads
as, see, e.g., [112],

—Aw—Vr=v—ug in €,
V.-w=0 in Q,
w=20 on 0f2.

and its corresponding weak formulation

Find (w,r) € X x M :
a(w,w)—b(cp,r) - <f7 90)
b(v,9) =0

with bilinear forms a and b as defined in Section As in case of a scalar elliptic
state equation we denote by S* the solution operator of the adjoint problem, that means

Vo e X
Vi € M
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5.3 Stokes equations as state equation

w = S*(v —vq). We introduce also the affine operator P via w = S*(Su — vq) = Pu.
Taking the modified notation into account the assertions of Theorem and Lemma [5.6
can be reformulated like in the following lemma. Notice that in our case Z = U = L2(Q)%.

Lemma 5.50. The optimal control problem (5.102|) has a unique solution u. The varia-
tional inequality

(@ + vi,u—a)y >0  Yue U™ (5.103)

s a necessary and sufficient condition for the optimality of u. The projection formula

1
_ . e
U—II(;d( Vw)

s an equivalent formulation for condition (5.103)). Here, w = Pu is the corresponding
adjoint velocity.

5.3.1 Prismatic domain

In this subsection we derive L?-error estimates on anisotropic meshes for the optimal
control problem with the state equation , i.e., we consider the Stokes
equations as state equation in the prismatic domain Q = G x Z C R3 with a bounded
polygonal domain G C R? and a interval Z := (0, z9) C R. We assume that G has only
one corner with interior angle w > 7 at the origin. The following results are originally
published in [102].

5.3.1.1 Regularity

Lemma 5.51. Let @ be the solution of the optimal control problem with the state
equation . For the associated velocity field v = Su and adjoint velocity field w = Su
one has u € C%(Q)3, v € C*(Q)3 and w € C*7(Q)3 for some o € (0,1/2). The a priori
estimates

[ollcnr @y < clllze@) < cllalona @y, (5.104)
[@looe e < ¢ (Ialle@y + lallcnr @y ) (5.105)

are valid.

Proof. For a value 1 < Aitis 1—p > 1— . From the fact that @ € L?(Q) this yields with
Lemma that v € V12_’2u(§2)3. Since A > 1/2 (see Remark D one can always choose
a value for p such that 1/2 < p < A\. Then the embedding V12;2”(Q) — V02_(1_“)’2(Q) —

W#2(Q) < L°°(£) holds according to [I13, Lemma 1.2], the Sobolev embedding theorem
and the fact that 1+ g —3/2 > 0. This yields v € L°°(Q)? and therefore v — vq € L>®(£2)3.
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5 Error estimates for PDE-constrained Optimal Control Problems

Applying Lemma to the adjoint equation yields w € V; P(Q)3 for all p > 1 and
B >2—X—2/p. In the following we choose f such that

2
2-a-2<p<a-2 g
p p
This is possible as long as A > 1/p+ 0. Since o < 1/2 and A > 1/2 this can be guaranteed
for p large enough. With this setting the embedding
VIP(Q) = Vi PP (Q) = WEEP(Q) < C07(Q) (5.106)

holds, where we have utilized [I113, Lemma 1.2] and Sobolev’s embedding theorem again.
It follows w € C%(Q)3. The projection formula yields u € C%7(Q)3. With the same
argumentation for the state equation one can conclude v € C%?(Q)3. The estimate
follows then from Lemma [4.36]

1ollcor @y < cllvllyzr gy < cllillr@y < elllze@? < clalicor @y

where we have chosen p large enough. For the proof of the inequality (5.105)) we conclude
with the use of Lemma and the embedding ({5.106))

@] co.rys < CHWHVBM(Q)S < |t = vall oy < ¢ ([0l oo ()s + [[vall oo )s) -

In the last step we have used the embedding L*°(£2) < LP(£2) and the triangle inequality.
The embedding C%7(Q) < L>(Q) and the application of estimate (5.104)) yield finally

inequality (|5.105)). O

In the proof of the foregoing lemma we have implicitly also shown the regularity of v and
w in weighted Sobolev spaces. We collect these results in the following corollary.

Corollary 5.52. Let @ be the solution of the optimal control problem (5.102) with the
state equation (4.127)). For the associated velocity field v = Su and adjoint velocity field
w = Su one has v € VEQ’p(Q)?’, w e ‘/'f?’p(ﬂ)3 for 8 >2—X—2/p. The a priori estimates

”T}HVﬂz’p(Q)?» < cllallpee ey < clltllcoo (s, (5.107)
HU_]HVBZ’P(Q)S < ¢ (|l poe )3 + llvall Lo )s) (5.108)

hold for some o € (0,1/2).

Corollary 5.53. Let w be the optimal adjoint velocity for the optimal control problem
(5.102) with the state equation (£.127). Then one has w € WHP(Q)3 and

@] wrrys < e (1l e ys + llvall oo ()s) (5.109)
with p < 25. Furthermore it is © € Vll_’pu(Q) and
”wHVf;i(Q)i* < c(llall Loy + lvall L)) (5.110)

forallp > 1 (md,u<)\+%.
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5.3 Stokes equations as state equation

Proof. Since p < % itis1>2—-X\— %. Therefore we can choose 8 = 1 in Corollary
5.520 Since V2P (Q)3 < Vi P(Q)? < WhP(Q)? the assertion (5.109) follows from inequality

(5.108)). For the proof of ((5.110) we set 8 =2 — u in ([5.108]). This is possible due to the
fact that 2 — pu >2— X — ]% since u < A\ + %. The embedding V22_’pM(Q) — Vf_’i(Q) yields
the assertion. ]

Lemma 5.54. Let vg € C%9(Q), 0 € (0,1/2), and v > 1 — X. Then the inequality

HT’YVPQHLW(Q):)’ <c <”aHCO,o(Q)3 + H’UdHco,o(Q)3)

1s valid.

Proof. In order to prove the assertion we utilize Theorem 6.1 of [92]. We set [ = 2 and
0 = 3 in that Theorem. This results in the condition 2 — A < § — o < 2, what is equivalent
to

1-A<d—-0—-1<1 (5.111)

Since ¥ — vq = S — vq € C%?(Q) (comp. Lemma [5.51)) we can conclude Pu € C’g’;(ﬂ)?’
for § satisfying (5.111]). The definition of this weighted Holder space is given on page 1013
of [92]. Taking this definition into account, one can conclude

170V Pa e L®(0)3.
If we set v =6 — o — 1, it finally follows
[r7V P oo (qys < ]|V — vallcoo ()3 for v > 1= A

The application of the triangle inequality and inequality (5.104)) yield the assertion. [

5.3.1.2 Approximation error estimate in L?(12)

As in Subsection we consider an anisotropic triangulation of €2 following (2.13[). The
state and adjoint state equation are discretized by a non-conforming finite element scheme,
namely the lower order Crouzeix-Raviart finite element space Xy,

Xp = {vh € L*(Q)” : vplr € (P1)° VT,/

A%h:owﬁ

for the velocity and the space of piecewise constant functions Mj,,

My, = {Qh € L*(Q) : qalr € Po VT,/ qn = 0}
Q
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5 Error estimates for PDE-constrained Optimal Control Problems

for the pressure. The solution mappings S} and Sﬁ of the discretized state equation are
defined such that one has for all (g, ) € Xp, x My, and uw € U

an(Spu, on) + by (n, Shu) = (u, )  and by (Spu, ¢y) = 0.

with ay, by as in ([£.87)). Analogously, we introduce S} and S} as solution mappings of
the discrete adjoint equation and the operator P}, such that Pyu = S} (Spu — vq) = wp,.

In the remainder of this subsection we will verify Assumptions VAR[I] and VARZ| and
Assumptions PPI}-PPH] and thus prove the error estimates stated in Theorem [5.7 and
Theorem respectively. In a first step we check Assumptions VAR[] and PPI] To this
end we recall a discrete Poincaré inequality as it is proved in [82].

Lemma 5.55. [82, Corollary 5.4] The discrete Poincaré inequality
[onllL2ye < cllonllx, — Von € X

holds.

With this lemma we can prove the boundedness of Sj, and .S} which is not obvious because
of the anisotropic discretization.

Lemma 5.56. The discrete solution operators Sy, and S are bounded,

|Shllv—u < ¢, |Shllv—u < ¢,
|Shllv=x, <e, IShllv=x, <e,
1Skl oo ()e < € [Shllu—peeye < ¢

with constants ¢ independent of h.

Proof. We show this lemma for the operator Sj,, the proofs for S} are analogous. The first
estimate follows with
[Shullo < [[Sull + [|Shu — Sullu

from the boundedness of S as operator from U to U and inequality (4.92)). The subtraction
of the equations (4.88) and (4.89) with v, = Spu yields

an (S, n) + bu(@n, an) — brn(Shu, ¥n) = (u,on)  V(@n, ¥n) € Xp X M.
If one chooses (¢n,¥n) = (Shu, gp) this implies
ap(Spu, Spu) = (u, Spu).
Therefore we can estimate

[Shullk, = an(Shu, Spu) = (u, Spu)

< cllullylShully < dlullul|Shullx,,
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5.3 Stokes equations as state equation

where we have used the Cauchy-Schwarz inequality and the discrete Poincaré inequality
from Lemma Division by ||[Shul|x, yields ||Shu|x, < c|jully and the second estimate
is proved. The third estimate follows from the boundedness of S and inequality (4.94]),

[Shull oo @ya < 15U = Shull poo(aye + [Sull poo(ye < ellullu

O]

Variational discrete approach The discrete control @ is defined via (comp. (5.8))

Jn(a;) = min Jp(u),
uelUad
(5.112)

1 v
In(w) = S [Shu — vall 720 + 5”“”%2(9)'

The boundedness of the operators Sy, and S} is proved in Lemma such that Assumption
VAR is guaranteed. Assumption VARZ] follows from the finite element error estimates in

Lemma, Therefore we can summarize the error estimates that are given in Theorem
(.7 in the following theorem.

Theorem 5.57. Let u be the solution of the optimal control problem with the state
equation and uj the corresponding variational discrete solution of on a
mesh of type with g < A. Furthermore, let v = Su, w = Pu, v; = Spuy,, w; = Spuj,
be the associated velocity and adjoint velocity. Then the estimates

o= gillo < c? (lalonsqays + luallcoray)
& — will < eh? (lallgoe @y + leallonr @)
i~ @l < eh? (Jalloo oy + ltallcnr @)

are valid with a positive constant ¢ independent of h.

Postprocessing approach For this approach we consider the discretized optimal control
problem

Jh(ﬂh)z min Jh(uh),

un €U (5.113)
1 2 v 2 '
In(un) := Sl1Shun = vallze (@) + S lunlzzo)
and improve the approximation of @ by a postprocessing step (comp. (5.14))),
- 1_
tp = iy, ) ——Wn ) - (5.114)
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5 Error estimates for PDE-constrained Optimal Control Problems

The Assumption PH]I]is already proved in Lemma [5.56], Assumption PP2] follows from
Lemma 4.39

It remains to check Assumptions PP3land PPl The regularity of the adjoint state plays
a crucial role in that proofs. Since the regularity properties of each component of the
velocity field of the Stokes problem are similar to those of the solution of the Poisson
equation one can think of a componentwise consideration of the arguments in the proofs of
Lemma and Lemma [5.40} The drawback is that the results concerning the regularity
of the solution along the edge in the space LP(Q2) for general p (comp. Lemma are
not available for the Stokes problem. There we have only results for p = 2 (comp. Lemma
. For this reason the proofs has to be modified for the Stokes problem.

Lemma 5.58. Let the mesh be graded according to (2.13|) with u < X. Then the inequality

|Qnio — Byollaqye < eh? ([[allenr @y + lvallooeaye)
holds.

Proof. We write
1Qn — Rpw||72(qys = [Qn@ — Ry 22,98 + |Qntd — Ry |72 (5,8 (5.115)
with K, and K as defined in (5.79)). First we prove the estimate in K,. Notice, that one

has w € H?(K,)3. We write for each component wy,, k = 1,2,3, of w = (w1, w2, W03)

1Qnwr — RnwellFs,y = D |1Qntwr — Ritg|72p
TCK,

= > 7

TCK;
Now we can apply Lemma, and get

2

/(’U_)k — Rhu_}k) dx
T

1Qnak — Rudkl e,y < D 1717 [TV Y7 W D gl 2y
TCKr, |o|=2
r 2

¢ Y| D hFID bkl 2oy

TCKT _|O[‘:2

2 2
c Z ch? ZZHTZ_Q“@z'jwkHL?(T)"‘

TCK, i=1 j=1

IN

IA

: 2
Z |7 Osi g || L2y + ||833wk||L2(T)>]
i=1

IN

n* ( Jwg|? oy, |2 sk |? :
’ ('w’“‘%{%u(m)*' 30klya2 ) + 1083 0klyoz )
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5.3 Stokes equations as state equation

This yields

1/2
_ _ 2 —12 —12 —12
1Qnw — Ry L2, )3 < ch (’w‘vf%#(m)i" + |83w‘vfﬁ,(m)3 + ’833“}’\/00’2(1@)3) '

With the a priori estimates of Lemma m the embedding C%?(Q) < L?(Q2) and Lemma
[b.51] one gets

1Qn® — Ryl r2(,ys < eh?|lv = vallp2(ay < b (HﬂHco,a(Q)s + Hv_d||coya(§z)3> . (5.116)

We proceed with the estimate in the subdomain K. We choose p and ~ such that

2 2
p > 3, p<ﬁ, p<;, y<l—pandy>1-—A\ (5.117)
Since A > % one has 3 < % Further it is 3 < % if v < % This can be fulfilled since

% >1— A Finally 1 — XA <1 — p due to the fact that p < A. Altogether this means, that
there are actually p and ~ that satisfy the assumptions in . From Corollary one
has @ € W1P(Q)3. Now we can apply Lemma on every component wg, k = 1,2, 3, of
w and conclude

1Qnwr — RiwrlF2iicy = Y 1Qn@k — Rk 721y

TCK,
2
<e Y (TP T hgID k]| o ry
Tex, lal=1
<e Y YT PR | DYk G -
la|=1TeK;

Since h3® < ch? for all |a| = 1, one can continue with Lemma m,

|Quts — R[22,y < ch® 3 (TP 2P g3y
TeK

< PPV Do) D TP . (5.118)
TCKs

In the following we prove that the inequality

AT Gy < ch?
TCKs
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is valid. To this end we apply the Holder inequality and get

p—2

> (\Trl—%)”ﬂ 5 [ > Hr—wzpmr

TCKs TCKs

% hl/k
<c ( Z |T|> (/ rwrdT)
TCK, 0

=2 (132 yp)\ b
< |k, (hu )

Do AT oy <
TCKs

LA

where we have used 7 < % (comp. (5.117)) in the last step. Because | K| < ch®* one can
conclude

p—2+2—w

S T2y < en (755 = et < e
TCKs

using the fact that p < 1 — . This estimate yields together with the inequality
1Qn@ — Ryl 2 (k)3 < ch? |17 V|| oo s
and with Lemma [5.54]
|Qnw — Ry |2k, < ch® <||71Hco,o(§z)3 + HU_dHco,o(Q)S) :

Together with estimate ((5.116]) and equality (5.115)) this yields the assertion. O

The following lemma proves Assumption PPl Due to the weaker regularity results for
derivatives of the solution in edge direction, we need the slightly stronger condition

#K| < ch™? (5.119)
in comparison to (5.85)) for the set K7 defined in (5.84]).

Lemma 5.59. Let T}, be an anisotropic, graded mesh satisfying (2.13) with p < . Let u
be the solution of the optimal control problem (5.102)). Then the estimate

(Qnit = Rty 91) 2y < b2 lonll ey (Il @) + loallconey )

1s valid for all oy € X}, provided that the assumption (5.119)) holds.

Proof. For the proof we refer to the proof of Lemma If one substituted vy, by ¢ in
the estimates (5.86)) and (5.87)), they are valid for every component of & = (uq,uz,us) and

140
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of on = (¢n1,¥h2,¢n3). We only have to modify the estimate for K, since we do not
have an estimate of type (5.74) for d3w. Therefore we write

> Nengllze@IT Y BEID x| ooy

TCK la=1
2
< cllenpllie@ > IT] (hr;uz |05t || oo (1) +h||53Uk||Loo(T)>
TCKLT =1

IN

2

2—2 — _ _ _ _

cllennllpe@h® > ri (ZW 1yt | ooy + 7! “33ukHL°o(T)>
TCKy,» i=1

IN

ch* # K1 ol on il oo 17 ™ Vit oo (11,

ch? || @n el oo o) I Vg | oo (0)-

IN

where we utilized assumption (5.119) in the last step. Like in the proof of Lemma we
end up with

C
(¢n, Qnu — Rpu) < ;hQH%Hme)S‘

2 2 2
Z Z \\TQ*ZuaijQDHLQ(Kw)?’ + Z Hrlwam‘wHL?(Kgr)?’ + [|033w0]| L2 (k¢ 3
i—1 j—1 i—1

2
+Z 17 050 || oo (1 )2 + |03 | Lo 16y y3 + VH@HLoo(KS)3> -
=1

Finally, the application of Lemma [£.36] and Corollary [5.54] yields the assertion. O

The following theorem summarizes the discretization error estimates for the optimal control

problem ({5.102)).

Theorem 5.60. Let u be the solution of the optimal control problem with the
state equation and uy, the corresponding discrete solution of (5.113) on a mesh
of type with p < \. Furthermore, let v = Su, w = Pu, vy = Spup, wn, = Spuyp be
the associated states and adjoint states and uy be the postprocessed control constructed by
(5.114). Then the estimates

19— opllu < ch® (HQ_LHCOﬁ(Q)d + ”vdHCo,g@)d) )
|w — wp|lu < ch? (H@HCO»G(Q)d + ||Ud||00’0(0)d) ’
I~ anlly < ch® (1l oo @y + luallooo @y )

are valid with a positive constant ¢ independent of h.
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Proof. The estimates follow from Theorem Assumption P[] is proved in Lemma
Assumption PP2|in Lemma Assumption PP in Lemma [5.58 and Assumption
PP4l in Lemma 0

5.3.1.3 Numerical test

We illustrate our theoretical findings by a numerical example. In order to be able to
construct an analytical solution we consider the slightly modified functional

Hwvu) = g0 = vallaays + F iz + |52 ds,
and the state equation
—Av+Vg=u+f inQ,
V-v=0 in €,
v=g on 0f).
The adjoint equation is given as
—Aw—-Vr=v—vq in€,
V-w=0 in €,
w=g on 0f).
where the inhomogeneous boundary conditions are the result of the last integral term in
the functional J. The domain € is set as

3
0= {(rcosgp,rsincp,xg) ER:0<r<1,0<p< §7r,0<x3< 1}.

The functions f, g and vq are chosen such that

z3(zs — 1)r Py (p)
w=| xz(zs— 1) Pa(p) |, g=—7=as(xz — 1)r* 1 0,(p),
r2/3 gin %gp

1
u=1I1_200.1 <_uw>

is the exact solution for the optimal control problem. Here, A = 0.5445 is the smallest
positive solution of the eigenvalue problem (4.128]). The functions ®1, ®2 and ®, are given
as

v

D1 (p) = — sin(Ap) cosw — Asin(ip) cos(A(w — @) + @)
+ Asin(w — @) cos(Ap — ¢) + sin(A(w — ¢)),

Dy(p) = — sin(Ap) sinw — Asin(p) sin(Aw — @) + @)
— Asin(w — ¢) sin(Ap — @),

Pp(@) = 2A [sin((A — 1) +w) +sin((A — 1) — Aw)].
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Table 5.9: L%(Q)-errors of the computed control iy, velocity ¥y, and adjoint velocity wy,

on anisotropic graded meshes (u = 0.4)

ndof

|lu — ap|| eoc

|lv — op|| eoc

||lw — wp|| eoc

12225
34251
101400
346275
825600
1618125
2802600
6662400

8.21e—03

4.61e—03 1.68
2.45e—03 1.75
1.16e—03 1.83
6.69e—04 1.89
4.35e—04 1.92
3.06e—04 1.93
1.74e—04 1.95

1.36e—02

7.58e—03 1.71
3.95e—03 1.80
1.84e—03 1.87
1.05e—03 1.92
6.80e—04 1.95
4.75e—04 1.96
2.69¢e—04 1.97

1.36e—-03

7.63e—03 1.69
3.97e—03 1.80
1.84e—03 1.88
1.06e—03 1.92
6.82e—04 1.95
4.77e—04 1.96
2.70e—04 1.97

Table 5.10: L?(Q)-errors of the computed control @y, velocity @, and adjoint velocity wy,

on quasi-uniform meshes (u = 1.0)

ndof

Ju— @n| eoc

Jo — o]l eoc

o — wn| eoc

12225
34251
101400
346275
825600
1618125
2802600
6662400

8.99e—03

5.38e—03 1.49
3.26e—03 1.38
1.90e—-03 1.33
1.31e—03 1.27
9.92e—04 1.24
7.94e—04 1.22
5.62e—04 1.20

1.21e—02

6.98¢—03 1.60
4.08e—03 1.49
2.29¢—03 1.41
1.56e—03 1.33
1.17e—03 1.28
9.30e—04 1.25
6.55e—04 1.22

1.21e—02

7.04e—03 1.58
4.11e—03 1.49
2.31e—03 1.40
1.57e—03 1.33
1.18e—03 1.28
9.41e—04 1.25
6.62e—04 1.22

This solution has the typical singular behavior near the edge (comp. [13]).

In Table one can observe second order convergence in the post-processed control iy,
as well as in the approximated velocity v, and adjoint velocity wy, for sufficiently graded
meshes (@ = 0.4 < 0.5445 = X). This confirms our theoretical findings. On quasi-uniform
meshes the convergence rates are significantly smaller, see Table

5.3.2 Polygonal domain

In this subsection we comment on the optimal control problem ([5.102)) with the state

equation (4.105]).

5.3.2.1 Regularity

The regularity results are similar to those stated in the case of a three-dimensional prismatic

domain. Particularly Lemma Corollary Corollary and Lemma are
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5 Error estimates for PDE-constrained Optimal Control Problems

also valid in this two-dimensional setting. Of course one has to substitute 3 by 2 where
necessary. These results were mainly a consequence of Lemma and some embeddings
such that with Lemma and the same embeddings the proofs work out also in the
two-dimensional case.

5.3.2.2 Approximation error estimate

As in Subsection we distinguish between conforming and nonconforming discretization.

Conforming elements We consider the conforming element pairs described in Sub-
section Since X}, C Hg(Q)? for these elements the Poincaré inequality stated in
Lemma [5.55| is trivially satisfied such that the boundedness of S, can be proved as in
Lemma [5.56] This means the Assumptions VAR[I] and P[] hold.

From the finite element error estimate in Lemma one can conclude that also Assump-
tion VAR holds. This means the error estimates for the variational discrete approach
given in Theorem hold in this setting. Notice, that one has to substitute y by v and p
by w again.

The Assumption PP2| for the postprocessing approach follows from Lemma The
Assumptions PP@ and PP do actually not depend on the spaces M}, and X}, but only on
the regularity of the solution and the underlying mesh. The regularity of the components
of the solution of the Stokes equation is similar to that of the Poisson equation. This
means that the Assumptions PP and PP{] can be proved similar to Lemma [5.47] and
Lemma by componentwise consideration. Consequently all Assumptions PPI}-PP{] are
satisfied for the postprocessing approach such that Theorem holds with substituting
y by v and p by w.

Nonconforming element We can apply the same argumentation for an approximation
of the velocity in the lower order Crouzeix-Raviart finite element space and of the
pressure in the space of piecewise constant functions . The only thing that has to
be guaranteed is the validity of the discrete Poincaré inequality as it is stated in Lemma
m But this is proved in [124] Theorem I1.2.3]. The corresponding finite element error
estimates for the state equation are given in Lemma Consequently, the assertions of
Theorem and Theorem hold also for the nonconforming discretization.

5.3.2.3 Numerical tests

We consider the same optimal control problem as in Subsection but now in the
two-dimensional domain

0= {(rcosgo,rsinnp) eR?:0<r<1,0< o< gﬂ'}
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5.3 Stokes equations as state equation

Table 5.11: L?(Q)-errors of the computed control @y, velocity o, and adjoint velocity wy,

on graded meshes (u = 0.4) with (P2, Pp) element.

ndof

|lu — ap|| eoc

|lv — op|| eoc

||lw — wp|| eoc

2362
9722
39442
158882
388877
637762
2555522

3.01e—03

8.04e—04 1.87
2.09e—04 1.93
5.32e—05 1.96
2.20e—05 1.98
1.35e—05 1.98
3.38e—06 1.99

3.00e—03

8.06e—04 1.86
2.10e—04 1.92
5.36e—05 1.96
2.21e—05 1.97
1.36e—05 1.98
3.41e—06 1.99

3.05e—03

8.18e—04 1.86
2.13e—04 1.92
5.44e—05 1.96
2.25e—05 1.97
1.38e—05 1.98
3.46e—06 1.99

Table 5.12: L?(Q)-errors of the computed control @y, velocity v, and adjoint velocity wy,

on quasi-uniform meshes (x = 1.0) with (P, Py) element.

ndof

|lu — ap|| eoc

|v — vp]| eoc

|lw — wy|| eoc

2362
9722
39442
158882
388877
637762
2555522

3.25e—03

1.16e—03 1.46
4.16e—04 1.46
1.52¢—04 1.44
8.08e—05 1.41
5.73e—05 1.39
2,25¢—05 1.35

3.27e—03

1.17e—03 1.45
4.24e—04 1.45
1.57e—04 1.43
8.41e—05 1.39
6.00e—05 1.36
2.40e—05 1.32

3.28e—03

1.18e—03 1.45
4.26e—04 1.45
1.58e—04 1.43
8.48¢—05 1.39
6.06e—05 1.36
2.43e—05 1.32

The functions f, g and vq are chosen such that

@1 ()

_ _ _ _ A—1 _
v=w = , =—T7T=r""0 , uw=1II_

( 7)\@2(80) > q p(SD) [-1.0,0.1] < >
is the exact solution of the optimal control problem. The functions ®;, ®3 and ®, are
defined in Subsection [5.3.1.3] and A ~ 0.5445 is again the smallest positive solution of

(125,

In our first test we use the (P2, Py) element. In Table one can find the results for
appropriately graded meshes (= 0.4 < A). The predicted convergence rate of 2 can be
seen in all three variables. For quasi-uniform meshes the convergence rates are significantly
smaller than two, comp. Table [5.12

The second test uses lower order Crouzeix-Raviart finite elements. From Tables [5.13] and
5.14] one realizes also second order convergence in all three variables on the graded meshes
(1w =10.4 < X) and a convergence rate of 2\ ~ 1.09 on quasi-uniform meshes. This confirms
our theoretical findings.
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5 Error estimates for PDE-constrained Optimal Control Problems

Table 5.13: L?(Q)-errors of the computed control iy, velocity o), and adjoint velocity wy,

on graded meshes (p = 0.4) with Crouzeix-Raviart element

ndof

lu — G| eoc

lv = vp| eoc

lw —wy|| eoc

1930
7860
31720
127440
311625
510880
2045760

6.83e—03

1.84e—03 1.87
4.80e—04 1.93
1.23e—04 1.96
5.08e—05 1.97
3.11e—05 1.98
7.85e—06 1.99

7.36e—03

2.01e—03 1.85
5.27e—04 1.92
1.35e—04 1.96
5.60e—05 1.97
3.43e—05 1.98
8.65e—06 1.99

7.47e—03

2.04e—03 1.85
5.34e—04 1.92
1.37e—04 1.96
5.67e—05 1.97
3.48e—05 1.98
8.78e—06 1.99

Table 5.14: L?(Q)-errors of the computed control iy, velocity o), and adjoint velocity wy,
on quasi-uniform mesh (@ = 1.0) with Crouzeix-Raviart element

ndof

lu — G| eoc

lv = vp| eoc

lw —wy|| eoc

1930
7860
31720
127440
311625
510880
2045760

1.70e—02

8.23e—03 1.03
3.91e—03 1.07
1.84e—03 1.08
1.13e—03 1.09
8.63e—04 1.09
4.05e—04 1.09

1.90e—02

9.24e—03 1.03
4.39e—03 1.07
2.07e—03 1.08
1.27e—-03 1.09
9.74e—04 1.09
4.57e—04 1.09

1.95e—02

9.45e—03 1.03
4.49e—03 1.07
2.12e—03 1.08
1.30e—03 1.09
9.94e—04 1.09
4.67e—04 1.09
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CHAPTER O

Conclusion and Outlook

In this thesis we considered PDE-constrained linear-quadratic optimal control problems
with pointwise constraints on the control. Our main focus was on problems where the
underlying domain had corners or edges that cause singularities in the solution. We used a
priori mesh grading techniques to counteract these singularities. For the derivation of error
estimates for approximations of such problems we had to deal with regularity issues, finite
element error analysis and optimal control theory. To validate our results numerically
we implemented the primal-dual active set strategy in C++ and coupled it with a finite
element library.

We started our considerations with finite element error estimates for scalar elliptic equations
and the Stokes equation. Here we first focussed on estimates of the pointwise error for scalar
elliptic equations in domains with corners. We proved a convergence rate of h? [In h]g/ 2 on
graded meshes for problems with Holder continuous right-hand side. It turned out that
mesh grading is necessary also in convex domains with an interior angle larger than /2.
The exact classification of the regularity of the right-hand side was new and made the
result applicable to optimal control problems. A prerequisite was the proof of a regularity
result in a weighted Sobolev space for such data. In a next step we considered elliptic
equations with pure Dirichlet and Neumann boundary conditions in prismatic domains
with reentrant edge. For the derivation of finite element error estimates on anisotropic
meshes we had to use quasi-interpolation operators. As such an operator has to preserve
the boundary conditions for the Dirichlet problem we introduced a modification of the
operator Ej, defined in [6] and derived the corresponding local and global estimates. For
the Neumann problem we could use the operator Ej. But the solution of the Neumann
problem admits different regularity properties than the examples treated in [6] and we had
to adapt the proofs for that case. For the Stokes equations we went a slightly different
way. We first stated a couple of general assumptions that allowed to prove optimal error
estimates. Afterwards we verified these assumptions for problems in nonconvex domains
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6 Conclusion and Outlook

with reentrant corner or edge. In a two-dimensional setting we used isotropic graded
meshes and proved the assumptions for discretizations with several well-known conforming
element pairs as well as for a discretization of the velocity space with Crouzeix-Raviart
elements. The same non-conforming approximation was used in a prismatic domain with
reentrant edge and anisotropic graded mesh.

We did the error analysis for the optimal control problems for a general linear-quadratic
case first. We considered the variational discrete approach introduced by Hinze [71] and
the post-processing approach introduced by Meyer and Rosch [95]. For both approaches we
gave a couple of assumptions that were sufficient to prove second order convergence in LQ(Q)
in all three variables, i.e., control, state and adjoint state. We checked these assumptions
for scalar elliptic equations with pure Dirichlet or Neumann boundary conditions in a
prismatic domain with reentrant edge and showed that the estimates hold for piecewise
linear approximations of state and adjoint state on anisotropic graded meshes with the
same grading condition as necessary for optimal convergence in the state equation itself.
We got this result on the same graded meshes also for the Stokes equations as state equation
and an approximation in the Crouzeix-Raviart finite element space. The Stokes equations
as state equation were also treated for a optimal control problem in a two-dimensional
domain with reentrant corner. We checked the assumptions for a couple of element pairs
on an isotropic graded mesh. In such a domain we also considered an example with a
state equation that has nonsmooth coefficients. We showed that such a configuration also
fits in the general framework and proved the corresponding error estimates. The case
of pointwise error estimates for problems with scalar elliptic state equation were treated
separately. We could show that the convergence rates for the optimal control problem on
appropriately graded meshes are the same as for the boundary value problem. All the
results concerning the post-processing approach were confirmed by numerical tests.

Let us briefly discuss some possible extensions of our results. We have treated linear state
equations only. Here, one can think of a generalization to different types of nonlinear
equations. Of special interest might be an optimal control problem with the incompressible
Navier-Stokes equations as state equation in domains with edges and its discretization with
a nonconforming finite element method on anisotropic graded meshes. The boundary value
problem is investigated in [82], the extension to optimal control is an open question. We
restricted our considerations to the control constrained case. A natural extension would
be the treatment of pointwise constraints on the state. In recent years many publications
were devoted to the numerical analysis of such problems, see, e.g., [41l [51], 52| (53] [72] 03],
but all of them are restricted to convex domains. Although the analysis differs significantly
from the control constrained case a very important ingredient are L°-error estimates.
Since the control is in L>(€2) but not necessarily in C%°(€2) the estimates of Section
are not applicable. A generalization of these results to right-hand sides in L*°(£2) is not
straightforward. As a third possible extension let us mention boundary control problems.
We considered only examples with distributed control. An interesting question is how
one can use mesh grading techniques for boundary control problems, especially in three
dimensions and on anisotropic meshes.

148



APPENDIX A

Notation
symbols description pages
~ a~b<s dep,co €R:cla <b<coa
a, |af multiindex o = (a1, a9, a3) € N§ with |af := 2?21 a;
c generic constant independent of the mesh size h; it may have
a different value on each occurrence
C%(Q) space of Holder continuous functions
0; first order derivative w.r.t. the i-th variable
0;j second order derivative w.r.t. the ¢-th and j-th variable
D* differential operator D% := 88;1’11 88;132 aaz 0?3
eoc estimated order of convergence
Ey, Eon modified Scott-Zhang interpolation operators
h® multiindex notation; h* := h{*h5?h3*
H*(Q) Sobolev space
Iy Lagrangian (or nodal) interpolation operator
A singularity exponent
M certain patch of elements
Q;, Q;-, Q;’ subsets of Q
ITjraa projection in the space of admissible controls
Py space of continuous functions that are (piecewise) polyno-

mials of order at most k&
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A Notation

symbols description pages
P, P, (affine) operator that maps a given control to the corre-
sponding adjoint state and its discrete version
S solution operator of the state equation
S* adjoint operator of S
Sh, S}, discretizations of S and S*
St certain patch of elements
Th admissible triangulation of {2
T,T,|T| finite element, its closure and its measure
T reference element
yad set of admissible controls
Vﬁk P(Q) weighted Sobolev space
Wg P(Q) weighted Sobolev space
WkP(Q) classical Sobolev space
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APPENDIX B

The Software Package OPTPDE

All the numerical tests in this thesis were computed with the software package OPTPDE
implemented in C++ by the author. In this chapter we describe the structure of the software
and explain the implemented algorithms.

B.1 Structure of OPTPDE

The principle structure of OPTPDE is illustrated in Figure The package consists of three
parts, the finite element library, the interfaces and the optimization part. The innermost
part is the finite element library. The task of this library is to manage the meshes and
to assemble the stiffness and mass matrices. The interface provides particular methods
which makes a communication between optimization and finite element part possible. The
algorithm for computing the solution of the optimal control problem is situated in the
optimization part. The advantage of such a structure is the independency of finite element
and optimization part of the code. The optimization part communicates with the finite
element library through interfaces such that one could use different finite element libraries
and would just have to adapt the interface. The optimization code could keep untouched.

B.2 Optimization part

The main ingredient of the optimization part of OPTPDE is an implementation of the
primal-dual active set strategy to solve control-constrained optimal control problems. A
detailed analysis of this algorithm can be found in [8I]. In the following we describe how
its implemented in our software package. We want to solve the optimality system which is
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B The Software Package OPTPDE

Optimization

Interfaces

FE library

Figure B.1: Structure of software package OPTPDE

given in Subsection [5.1.2.2

Yn = Shln,
Ph = Sh(Un — Ya),
(vin + Pu,un — )y >0 Vuy, € URL

Let T, = {T1,...,T,} be a triangulation of Q. For a piecewise constant function uy € Up,
we introduce three sets of elements, namely the active sets AT, A~ and the inactive set Z,

A ={T €Ty, : up(x) =uy Vo € T},
AT ={T €Ty, : up(x) = up Yz € T}, (B.1)
I=A{T €Ty : us <up(x) <uy Yz € T}.

Since wy, is piecewise constant one has Q = A~ U AT UZ. The algorithm constructs a
sequence of sets of active and inactive elements. This sequence approximates the active
and inactive set of the continuous problem. The principal structure of the primal-dual
active set strategy is given in Algorithm [B.1]

In line 2 of Algorithm [B.I] one has to solve the optimality system of the unconstrained
optimal control problem

1 k 2 Yk
u%nellf]lh §”Shuh - deL2(Q) + §H“hHL2(Q)

uf = u, on A uf = uy on Al

This represents the idea of the primal-dual active set strategy, namely the approximation
of a constrained optimal control problem by a sequence of unconstrained problems. For
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B.2 Optimization part

Algorithm B.1 Primal-dual active set strategy as implemented in OPTPDE
1: Initialization: k :=0, Ay =0, AT =0
2: Compute uﬁ, yﬁ and pr from the system

yr = Suuy,
k S* k
ph = Sp(Yn — Ya),
Uqg ifre A,
uﬁ = < up ifx e Az,
—%pﬁ if x € I,

3: Determine the new sets A, , ;, A,‘;_l and Zj1 according to (B.1)).
4: If AL # A or AL # A,Ll then set k := k + 1 and go to step 2.

the solution of the system in line 2 of Algorithm we introduce

u, ifze Al
k_ . k_ ok
uy =40 ifzxel and Uy = uj — Uy.
up ifa:GA,':

This allows to reformulate line 2 as
(V1d + S} Sp)uk = =S5 (Spuky — yq) — vuly.

For the solution of this equation we use a simple preconditioned cg-algorithm as its
described in Algorithm In our case one has

B=vId+S;S, and b= —S;(Spuy —yq) — vu®y,

which means that in line 8 of Algorithm [B.2] one has to solve two boundary value problems.
To deal with matrices and vectors efficiently we have integrated the sparse matrix class
library SparseLib++ [107]. For the solution of the occurring linear systems we offer direct
as well as iterative solvers. For the iterative solvers we use the iterative methods library
IML++ [56] which is tailored to SparseLib++. In our program one can choose between a
BiCGSTAB and a GMRES solver. As direct solver we have included UMFPACK [48] and
PARDISO [I19]. During the solution process one has to solve the same linear system with
different right-hand sides several times. Here, one can profit from a direct solver since one
can reuse the factorization and therefore reduce computational costs significantly. For this
reason we used PARDISO in all our examples which is much less memory consuming than
UMFPACK. The discretization of a Stokes problem results in a saddle point problem of type

(¢ 9)0)-(3) ®2

153



B The Software Package OPTPDE

Algorithm B.2 A simple preconditioned cg-algorithm for the solution of Bu = b
1: Choose a start value v and a invertible preconditioner matrix M
2: 7:=b— Bu

3. g:=M1r

4: e =+/(r,9)

5. while \/(r, M~'r)/e > TOL do
6: z:=M1r

7 oa:i=(rz)

8: d:= Bg

9: v:=(d,9)

10: wi=u+Zu

11:  r:=7r— %d

2. pi=(rz2)

130 g:=2z+ gg
14: end while

with matrices A and C and vectors v and ¢. To solve this system we have implemented a
simple preconditioned Uzawa algorithm. This means, the system

CA™'CTqg=CAY,

which results from expressing v with help of the first row of and then plugging it
in the second row, is solved for ¢ by Algorithm (B:=CA'CT b:=CA~'f). By
adding the expression v := v — a/y A~'C" g after line 11 in that algorithm one can get
v nearly without any additional effort since A='C7g is already computed in line 8. The
linear systems with matrix A can be solved with all the solvers mentioned above. For the
numerical tests in Chapter [5| we used PARDISO and profited from the reuseable factorization
of A during the iteration.

B.3 Finite element library

We use MoonMD [75] as finite element library. This library offers many different element
types for a couple of equations. It returns mass and stiffness matrices in a format that is
compatible to the one used in the matrix library SparseLib++. For the computation of the
error norms ||y — gn |l z2(q) and ||p — pallr2(q) we can directly use the routines implemented
in MoonMD with appropriate integration rules. This is not the case for the evaluation of the
error || — iip||z2(q). The reason is that the optimal control 4 and its approximation @y,
admit kinks due the projection formulas and and that these kinks in general
do not fit the mesh. Thus triangles/tetrahedra T" where % is not smooth or |7 is not
linear request some special treatment. Therefore we implemented Algorithm for the
computation of |4 — |2 (q)-
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B.3 Finite element library

Algorithm B.3 Computation of |[@ — p|z2(q)

1: Hﬂ_ahHLQ(Q) =0

2: for ¢+ = 0...number of elements do

3:  compute e := |4 — Up[2(7,) using a standard integration rule

4 if @ or 4y, is not smooth on T; then

5 for £k =0... MAXLEVEL do

6 refine 7; or all its subelements into subelements 7;

7 compute eg =), ||u — ﬂhH%Q(Tj) via standard integration rule on every 7
8 if |e; — y/e2| < RELTOL - e; then

9 e = \/5

10: break

11: else

12: e 1= \/5

13: end if

14: end for

15:  end if

16 o~ |z = /1 — @l + el
17: end for
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